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Abstract

We review the field of result-checking, discussing simple checkers and self-correction. We argue that such checkers could profitably be incorporated in software as an aid to efficient debugging and reliable functionality. We consider how to modify traditional checking methodologies to make them more appropriate for use in real-time, real-number computer systems. In particular, we suggest that checkers should be allowed to use stored randomness: i.e., that they should be allowed to generate, pre-process, and store random bits prior to run-time, and then to use this information repeatedly in a series of run-time checks. In a case study of checking a general real-number linear transformation (for example, a Fourier Transform), we present a simple checker which uses stored randomness, and a self-corrector which is particularly efficient if stored randomness is allowed.
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1 Result-checking and its applications

1.1 Assuring software reliability

Methodologies for assuring software reliability form an important part of the technology of programming. Yet the problem of efficiently identifying software bugs remains a difficult one, and one to which no perfect solution is likely to be found.

Software is often debugged via testing suites: one runs a program on a wide variety of carefully selected inputs, identifying a bug whenever the program fails to perform correctly. This approach leaves two important questions incompletely answered.

First, how do we know whether or not the program’s performance is correct? Generally, some sort of an “oracle” is used here: our program’s output may be compared to the output of an older, slower program believed to be more reliable, or the programmers may subject the output to a painstaking (and likely subjective and incomplete) examination by eye.

Second, given that a test suite feeds a program only selected inputs out of the often enormous space of all possibilities, how do we assure that every bug in the code will be evidenced? Indeed, special combinations of circumstances leading to a bug may well go untested. Furthermore, if the testing suite fails to accurately simulate the input distribution which the program will encounter in its lifetime, a supposedly debugged program may in fact fail quite frequently.

One alternative to testing is program verification, a methodology in which mathematical claims about the behavior of a program are stated and proved. Thus it is possible to demonstrate once and for all that the program must behave correctly on all possible inputs. Unfortunately, constructing such proofs for even simple programs has proved unexpectedly difficult. Moreover, many programmers would likely find it galling to have to formalize their expectations of program behavior into mathematical theorems.

Occasionally, the correctness of critical software is assured by having several groups of programmers create separate versions of the same program. At run-time, all of the versions are executed, and their outputs are compared. The gross inefficiency of this approach is evident, in terms of programming manpower as well as either increased run-time or additional parallel-hardware requirements. Moreover, the method fails if common misconceptions among the several development groups result in corresponding errors.

We find more convincing inspiration in the field of communications, where error-detecting and error-correcting codes allow for the identification of arbitrary run-time transmission errors. Such codes are highly efficient and are backed by strong mathematical guarantees of their reliability.

We would wish to provide such run-time error-identification in a more general computational context. This motivates us to review the field of result-checking.

1.2 Simple checkers

It is a matter of theoretical curiosity that, for certain computations, the time required to carry out the computation is asymptotically greater than the time required, given a tentative answer, to determine whether or not the answer is correct. For instance, consider the following factoring task: given as input a composite integer $c$, output any non-trivial factor $d$ of $c$. Carrying out this computation is currently believed to be difficult, and yet, given I/O pair $(c, d)$, it takes just one division to determine whether or not $d$ is a correct output on input $c$.

These ideas have been formalized into the concept of a simple checker [12]. Let $f$ be a function with smallest possible computation time $T(n)$ (or, if a strong lower bound cannot be determined, we informally set $T(n)$ equal to the smallest known computation time for $f$). Then a simple checker for $f$ is an algorithm (generally randomized) with I/O specifications as follows:
• **Input:** I/O pair \( \langle x, y \rangle \).

• **Correct output:** If \( y = f(x) \), ACCEPT; otherwise, REJECT.

• **Reliability:** For all \( \langle x, y \rangle \): on input \( \langle x, y \rangle \) the checker must return correct output with probability (over internal randomization) \( \geq p_c \), for \( p_c \) a constant close to 1.

• **“Little-o rule”**: The checker is limited to time \( o(T(n)) \).

As an example, consider a sorting task: input \( \vec{x} \) is an array of \( n \) integers; output \( \vec{y} \) should be \( \vec{x} \) sorted in increasing order. Completing this task—at least via a general comparison-based sort—is known to require time \( \Omega(n \log n) \). Thus, if we limit our checker to time \( O(n) \), this will suffice to satisfy the little-o rule.

Given \( \langle \vec{x}, \vec{y} \rangle \), to check correctness we must first verify that the elements of \( \vec{y} \) are in increasing order. This may easily be done in time \( O(n) \). But we must also check that \( \vec{y} \) is a permutation of \( \vec{x} \). It might be convenient here to modify our sorter’s I/O specifications, requiring that each element of \( \vec{y} \) have attached a pointer to its original position in \( \vec{x} \). Many sorting programs could easily be altered to maintain such pointers, and once they are available we can readily complete our check in time \( O(n) \).

But what if \( \vec{y} \) cannot be augmented with such pointers? Similarly, what if \( \vec{x} \) and \( \vec{y} \) are only available on-line from sequential storage, so that \( O(1) \)-time pointer-dereferencing is not possible? Then we have to employ a randomized method due to [39, 12].

We randomly select a deterministic hash-function \( h \) from a suitably defined set of possibilities, and we compare \( h(x_1) + \cdots + h(x_n) \) with \( h(y_1) + \cdots + h(y_n) \). If \( \vec{y} \) is indeed a permutation of \( \vec{x} \), the two values must be equal; conversely, it is readily proven that, if \( \vec{y} \) is not a permutation of \( \vec{x} \), the two values will differ with probability \( \geq \frac{1}{2} \). Thus, if we ACCEPT only \( \langle \vec{x}, \vec{y} \rangle \) pairs which pass \( t \) such trials, then our checker has probability of error \( \leq \left( \frac{1}{2} \right)^t \), which may be made arbitrarily small.

### 1.3 Self-correctors

Again let \( f \) be a function with smallest (known) computation time \( T(n) \). Let \( \mathcal{D} \) be a well-defined probability distribution on inputs to \( f \), and let \( \mathcal{P} \) be a program such that, if \( x \) is chosen \( \mathcal{D} \)-randomly, \( \mathcal{P}(x) \) equals \( f(x) \) with probability of error limited to a small value \( p \). In the current paper, \( \mathcal{D} \) will always be the uniform-random distribution; so we are requiring simply that \( \mathcal{P} \) computes \( f \) correctly on most inputs.

That \( \mathcal{P} \) indeed has this property may be determined (with high probability) by testing \( \mathcal{P} \) on \( \gg \frac{1}{p} \) \( \mathcal{D} \)-random inputs and using some sort of an oracle—or a simple checker—to determine the correctness of each output. We envision this testing phase as being completed prior to run time. Another possibility is the use of a **self-tester** [14], which can give such assurances with less reliance on an outside oracle.

A **self-corrector for** \( f \) [14, 25] is then an algorithm (generally randomized) with I/O specifications as follows:

• **Input:** \( x \) (an input to \( f \)), along with \( \mathcal{P} \), a program known to compute \( f \) with probability of error \( \gg \mathcal{D} \)-random inputs limited to a small value \( p \). The corrector is allowed to call \( \mathcal{P} \) repeatedly, using it like a subroutine.

• **Correct output:** \( f(x) \).

• **Reliability:** For all \( \langle x, \mathcal{P} \rangle \): on input \( \langle x, \mathcal{P} \rangle \) the corrector must return correct output with probability (over internal randomization) \( \geq p_c \), for \( p_c \) a constant close to 1.

• **Time-bound:** The corrector’s time-bound, including subroutine calls to \( \mathcal{P} \), must be limited to a constant multiple of \( \mathcal{P} \)’s time-bound; the corrector’s time-bound, counting each subroutine call to \( \mathcal{P} \) as just one step, must be \( o(T(n)) \).
As an example [14], consider a task of multiplication over a finite field: input is \( w, x \in F \); output is product \( wx \in F \). We assume addition over \( F \) to be a quicker and more reliable computation than multiplication.

Say we know that program \( P \) computes multiplication correctly for all but a \( \leq \frac{1}{100} \) fraction of possible \( \langle w, x \rangle \) inputs. (Note that this knowledge is in itself only a very weak assurance of the reliability of \( P \), as that \( \leq \frac{1}{100} \) fraction of “difficult inputs” might well appear far more than \( \frac{1}{100} \) of the time in the life of the program.) Then a self-corrector may be specified as follows: on input \( \langle w, x \rangle \),

- Generate uniform-random \( r_1, r_2 \in F \).
- Call \( P \) four times to calculate \( P(w - r_1, x - r_2), \ P(w - r_1, r_2), \ P(r_1, x - r_2), \) and \( P(r_1, r_2) \).
- Return, as our corrected value for \( wx \),

\[
y_c = P(w - r_1, x - r_2) + P(w - r_1, r_2) + P(r_1, x - r_2) + P(r_1, r_2).
\]

Why does this work? Note that each of the four calls to \( P \) is on a pair of inputs uniform-randomly distributed over \( F \), and so is likely to return a correct answer: probability of error is \( \leq \frac{1}{100} \). Thus, all four return values are likely to be correct: probability of error is \( \leq \frac{4}{100} \). And if all the return values are correct,

\[
y_c = P(w - r_1, x - r_2) + P(w - r_1, r_2) + P(r_1, x - r_2) + P(r_1, r_2) \\
= (w - r_1)(x - r_2) + (w - r_1)r_2 + r_1(x - r_2) + r_1r_2 \\
= [(w - r_1) + r_1][(x - r_2) + r_2] \\
= wx, \text{ as desired.}
\]

Note that corrected output \( y_c \) is superior to unmodified output \( P(w, x) \) in that there are no “difficult inputs”: for any \( \langle w, x \rangle \), each time we compute a corrected value \( y_c \) for \( wx \), the chance of error (over choice of \( r_1, r_2 \)) is \( \leq \frac{4}{100} \). Moreover, observe that, if we compute several corrected outputs \( y_c^1, \ldots, y_c^t \) (using new random values of \( r_1, r_2 \) for each \( y_c^i \)) and we pick the majority answer as our final output, we can thereby make the chance of error arbitrarily small.

One may also define a complex checker [12], which outputs an accept/reject correctness-check similar to that of a simple checker, but which, like a self-corrector, is allowed to poll \( P \) at several locations. For more information on checking, refer to the annotated bibliography.

### 1.4 Debugging via checkers

While checking emerges naturally from the theory of computation, the software applications of the field are clear. We contend that the incorporation of checkers into a program’s code should be a substantial aid in debugging the program and assuring its reliability. Checkers may thus provide the basis for a debugging methodology more rigorous than the testing suite and more pragmatic than verification.

Throughout the process of software testing, checkers may be used to identify incorrect outputs. They will thereby serve as an efficient alternative to a conventional testing oracle.

Even after software is put into use, leaving the checkers in the code will allow for the effective detection of lingering bugs. We envision that, each time a checker finds a bug, an informative output will be written to a file; this file will then be periodically reviewed by software-maintenance engineers. Another possibility is an immediate warning message, so that the user of a critical system will not be duped into accepting erroneous output.

While it could be argued that buggy output would be noticed by the user in any case, an automatic system for identifying errors should in fact reduce the probability that bugs will be
ignored or forgotten. Moreover, a checker can catch an error in a program component whose effects may not be readily apparent to the user. Thus, a checker might well identify a bug in a critical system before it goes on to cause a catastrophic failure. The utility of self-correctors in critical systems is even more evident.

By writing a checker, one group of programmers may assure themselves that another group’s code is not undermining theirs by passing along erroneous output. Similarly, the software engineer who creates the specifications for a program component can write a checker to verify that the programmers have truly understood and provided the functionality he required. Since checkers depend only on the I/O specifications of a computational task, one may check even a program component whose internals are not available for examination, such as a library of utilities running on a remote machine. Thus checkers facilitate the discovery of those misunderstandings at the “seams” of programs which so often underlie a software failure. Evidently, all of this applies well to object-oriented paradigms.

Unlike verification, checking reveals incorrect output originating in any cause—whether due to software bugs, hardware bugs, or flaky run-time errors. Moreover, since a checker concerns itself only with the I/O specifications of a computational task, the introduction of a potentially unreliable new algorithm for solving an old task may not require any change to the associated checker. And so, as a program is modified throughout its lifetime—often without an adequate repeat of the testing process—its checkers will continue to guard against errors.

1.5 Checker-based debugging concerns

- **Buggy checkers**: It may be objected that the use of a checker begs the question of debugging, for checking may fail due to the checker’s code being as buggy as the program’s. To this objection we can respond with two heuristic arguments.

  First, checkers can often be simpler than the programs they check, and so, presumably, less likely to have bugs. For example, some computers now use intricate, arithmetically unstable algorithms to compute matrix multiplication in time, say, $O(n^{2.4})$, rather than the standard $O(n^3)$. And yet an $O(n^2)$-time checker for matrix multiplication [20] uses only the simplest of multiplication algorithms, and so is seemingly likely to be bug-free.

  Second, observe that one of the following four conditions must hold each time a (possibly buggy) simple checker $C$ attempts to check the output of a (possibly buggy) program $P$:

  (I). $P(x)$ is correct; $C$ correctly accepts it.
  (II). $P(x)$ is incorrect; $C$ correctly rejects it.
  (III). “False alarm”: $P(x)$ is correct; $C$ incorrectly rejects it.
  (IV). “Simultaneous error”: $P(x)$ is incorrect; $C$ incorrectly accepts it.

  Note that only “simultaneous error” (IV) is a truly bad outcome: for a “false alarm” (III) at least draws our attention to a bug needing to be fixed in $C$.

  Thus, what we must avoid is a strong correlation between $x$ values at which $P$ fails and $x$ values at which $C(x, P(x))$ fails. And it is our heuristic contention that such a correlation is unlikely. For note that one effect of the “little-o rule” in our definition of a simple checker is that $C$ doesn’t have sufficient time to merely reduplicate the computation done by $P$. In other words, $C$ must be doing something essentially different from what $P$ does, and so may reasonably be expected to make different errors than $P$.

  We can easily assure via testing that $P$ and $C$ each have only a small probability $p$ of error. Thus, if the two sets of error positions indeed have little correlation, we would hope for the probability of simultaneous error to be little more than $p^2$. Moreover, since bugs are thus likely to produce far more non-simultaneous errors than simultaneous errors, a given bug will probably be identified and fixed before it can generate any simultaneous errors at all.
• **False alarms:** We have claimed above that a “false alarm” (III) is not a truly bad outcome. Nevertheless, programmers have communicated to us that, while a checker which doesn’t catch every bug may still be useful, a checker which continually gives false alarms is worse than useless. Note that such false alarms might be generated either by bugs in the checker’s code or by the small probability of failure of a randomized checker.

To this objection we can respond again that checkers are likely to be simpler than the programs they check and so less buggy, and that, as will be seen in Section 2, the small probability of failure of a randomized checker may readily be made very small indeed. Thus we would expect condition (III) to be far less frequent than condition (II).

• **Real-number issues** (see [21, 2]): Traditional checkers, such as our example self-corrector in Section 1.3, often rely on the orderly properties of finite fields. In many programming situations, we are more likely to encounter real numbers—or, actually, approximate reals represented by a fixed number of bits.

Such numbers will be limited to a legal subrange of \( \mathbb{R} \). In Section 2.3, we will see how to modify a traditional self-correcting methodology to account for this. Moreover, limited precision will likely result in round-off errors within \( \mathbb{P} \). We must then determine how much arithmetic error may allowably occur within \( \mathbb{P} \), and must check correctness only up to the limit of this error-delta. In Section 2, we will see that, while certain checking algorithms do not perform as well as we might wish on a limited-precision computer, limited precision is by no means necessarily fatal to our checking project.

• **Performance loss:** Simple checkers are inherently efficient: due to their little-o rule, they should not significantly slow the programs they check. Self-correctors, on the other hand, require multiple calls to \( \mathbb{P} \) and so multiply execution time by a small constant (or, alternatively, require additional parallel hardware). It is our assumption here that, in a real-time computer system, such a slowdown is not acceptable. Thus, in Section 1.6 we will consider a change to our definitions which will allow for self-correcting with the same real-time properties as simple checking.

### 1.6 Stored randomness

We here suggest an extension to the standard definition of a checker: that randomized checkers, rather than having to generate fresh random bits for each check, should be allowed to use stored randomness. That is, prior to run-time—say while the program is idle, or during boot-up—we generate random bits and do some (perhaps lengthy) pre-processing; we then use this stored information repeatedly in a series of run-time checks.

This method allows for the use of checking algorithms which would otherwise require too much computation at run-time. In Section 2, we will present a checking algorithm which seemingly is possible only if one allows stored randomness, and a self-corrector which, if one allows stored randomness, can run at real-time speeds.

We believe this weakening of our checker definitions to be reasonable—at least in real-world software-debugging situations. For software could well be expected to have a pre-run-time period during which time is at far less of a premium. And, while repeatedly using “stale” randomness does involve some inevitable compromise of our checkers’ reliability, several results in Section 2 will indicate that our checkers still exhibit satisfactory performance.

### 1.7 Variations on the checking paradigm

It may still be objected that many programming tasks are less amenable to checking than are the clean mathematical problems with which theoreticians usually deal. Nevertheless, it is our experience that almost any computation may be subjected to interesting checks. The following is a list of checking ideas which may suggest to the reader how definitions can be loosened up to make checking more suitable as a tool for software debugging.
• **Partial checks:** One may find it sufficient to check only certain aspects of a computational output. Programmers may focus on properties they think particularly likely to reveal bugs—or particularly critical to the success of the system. Certain checkers might only be capable of identifying outputs incorrect by a very large error-delta. Even just checking inputs and outputs separately to verify that they fall in a legal range may prove useful.

• **Timing checks:** We can easily do a run-time check of the execution-time of a software component; an unexpectedly large (or small) time could then point us to a bug. For instance, a programmer’s expectation that a particular subroutine should take time \( \approx 10n^2 \) on input of variable length \( n \) could be checked against actual performance.

• **Checking via interactive proofs:** If there exists an interactive proof of correctness for a given computation, this proof may be extendable to a complex checker. For more on interactive proofs, refer to the bibliography.

• **Changing I/O specifications:** In Section 1.2, we saw how an easy augmentation to the output of a sorting program might make the program easier to check. Similarly, consider the problem of checking an \( \Omega(\log n) \)-time binary-search task. As traditionally stated (see [10, p. 35], where it features in a relevant discussion of the difficulty of writing correct algorithms), binary search has as input a key \( k \) and a numerical array \( a[1], \ldots, a[n] \), \( a[1] \leq \cdots \leq a[n] \), and as output \( i \) such that \( a[i] = k \), or 0 if \( k \) is not in the array.

Note that the problem as stated is uncheckable: for, if the output is 0, it will take \( O(\log n) \) steps to confirm that \( k \) is indeed not in the array. But say that we modify the output specification of our binary-search task to read: output \( i \) such that \( a[i] = k \), or, if \( k \) is not in the array, \( (j, j + 1) \) such that \( a[j] < k < a[j + 1] \). Any natural binary-search program can easily be modified to give such output, and completing an \( O(1) \)-time check is then straightforward.

• **Weak or occasional checks [11]:** Certain pseudo-checkers have only a small probability of noticing a bug. For example, if a search program, given key \( k \) and array \( a[1], \ldots, a[n] \), claims that \( k \) does not occur in \( a \), we could check this by selecting an element of \( a \) at random and verifying that it is not equal to \( k \). This weak checker has probability \( \frac{1}{n} \) of identifying an incorrect claim.

Alternatively, a lengthy check might be employed, to save time, only on occasional I/O pairs. Given that some bugs cause quite frequent errors over the lifetime of a program, such weak or occasional checkers may well be of use.

• **Batch checks [30]:** For certain computational tasks, if one stores up a number of I/O pairs, one may check them all at once more quickly that one could have checked them separately. While it may be too late to correct output after completing such a retroactive check, this method can be applicable to provide a very time-efficient identification of bugs.

• **Inefficient auto-correcting:** When a checker identifies an error, we can simulate self-correcting by, say, loading and running an older, slower, but more reliable version of the program. This should hopefully be necessary only on rare occasions, so the overall loss of speed may not be unreasonable.

2 Case study: checking real-number linear transformations

We will now consider the problem of checking and self-correcting a general linear transformation, defined as follows: input is \( n \)-length vector \( \vec{x} \) of real numbers, output \( n \)-length vector \( \vec{y} = \vec{A} \vec{x} \), where \( A \) is a fixed \( n \times n \) matrix of real coefficients. Extensions of our results to more general cases—e.g., \( \vec{y} \) of different length than \( \vec{x} \), or components complex rather than real—are straightforward.

Evidently, any such transformation may be computed in time \( O(n^2) \). Depending on the nature of \( A \), the least possible time to compute the transformation may range from \( \Theta(n) \) to \( \Theta(n^3) \). Our simple checker will take time \( O(n) \) (as will our self-corrector, not counting one or more calls to \( \textbf{P} \)), and
so the little-o rule is satisfied for all but the \( \theta(n) \)-time transformations.\(^1\) For example, the Fourier Transform is linear and may be computed in time \( \theta(n \log n) \) via the Fast Fourier Transform; if one makes the reasonable assumption that an \( O(n) \)-time Fourier Transform is not possible, then our algorithms qualify as checkers for this Transform.

Assume now that program \( P \) is intended to carry out the \( \mathcal{F} \mapsto \mathcal{F} \mathbf{A} \) transformation on a computer with a limited-accuracy, fixed-point representation of real numbers. \( P \)'s I/O specifications could then reasonably be formulated as follows:

- **Input**: \( \mathcal{F} = (x_1, \ldots, x_n) \), where each \( x_i \) is a fixed-point real number and so is limited to a legal subrange of \( \mathbb{R} \); say, to range \([-1, 1] \).
- **Output**: \( P(\mathcal{F}) = \mathcal{G} = (y_1, \ldots, y_n) \), where each \( y_i \) is a fixed-point real.
- Let \( \delta \in \mathbb{R}^+ \) be a constant; let \( \mathbf{\Delta} = (\Delta_1, \ldots, \Delta_n) \) be the “error vector” \( \mathcal{G} - \mathcal{F} \mathbf{A} \). Then:
  - I/O pair \( (\mathcal{F}, \mathcal{G}) \) is *definitely correct* if each \( |\Delta_i| \leq \delta \).
  - I/O pair \( (\mathcal{F}, \mathcal{G}) \) is *definitely incorrect* if there exists \( i \) such that \( |\Delta_i| \geq 6\sqrt{n} \delta \).

Note that, due to arithmetic round-off errors within \( P \), a small error-delta is to be regarded as acceptable by our checkers: specifically, we model \( P \)'s acceptable error as a flat error of at most \( \pm \delta \) in each component of \( \mathcal{G} \). Also note that we will only require our checkers to accept I/O which is *definitely correct* and to reject I/O which is *definitely incorrect*. It is seemingly unavoidable that there is an intermediate region of I/O pairs \( (\mathcal{F}, \mathcal{G}) \) which could allowably be either accepted or rejected.

### 2.1 A simple checker

**Motivation:** To develop a simple checker for \( P \), we will take the approach of generating a randomized vector \( \mathcal{F} \) and trying to determine whether or not \( \mathcal{G} \approx \mathcal{F} \mathbf{A} \) by calculating whether or not \( \mathcal{G} \cdot \mathcal{F} \approx (\mathcal{F} \mathbf{A}) \cdot \mathcal{F} \). This method is a variant of that in [2, Section 4.1.1].

To facilitate the calculation of \( (\mathcal{F} \mathbf{A}) \cdot \mathcal{F} \), we will employ the method of *stored randomness*: by generating \( \mathcal{F} \) and pre-processing it together with \( \mathbf{A} \) prior to run-time, we are then able to complete the calculation of \( (\mathcal{F} \mathbf{A}) \cdot \mathcal{F} \) with just \( O(n) \) run-time arithmetic operations. Thus we achieve the strong result of checking a \( \theta(n^2) \)-time computation in time just \( O(n) \).

**Algorithm:** Our checker’s pre-processing stage, to be completed prior to run-time, is specified as follows:

- For \( k := 1 \) to \( 10 \):
  - Generate and store \( \mathcal{F}^k \), an \( n \)-length vector of form \( (\pm 1, \pm 1, \ldots, \pm 1) \), where each \( \pm \) is chosen positive or negative with independent 50/50 probability.
  - Calculate and store \( \mathcal{V}^k = \mathcal{F}^k \mathbf{A}^T \) (where \( \mathbf{A}^T \) denotes the transpose of \( \mathbf{A} \)).

Then, to check an I/O pair \( (\mathcal{F}, \mathcal{G}) \) at run-time, we employ this \( O(n) \)-time check:

- For \( k := 1 \) to \( 10 \):
  - Calculate \( \mathcal{D}^k = \mathcal{G} \cdot \mathcal{F}^k - \mathcal{F} \cdot \mathcal{V}^k \).
  - If \( |\mathcal{D}^k| \geq 6\sqrt{n} \delta \), return REJECT.
- If all 10 tests are passed, return ACCEPT.

\(^1\)In the more general case that \( \mathcal{G} \) has length \( m \), any non-trivial linear transformation would have least possible computation-time on range \( \theta(\max\{m, n\}) \) to \( \theta(mn) \). It is easily verified that our simple checker and our self-corrector each take time \( O(\max\{m, n\}) \); and so, once again, the little-o rule is satisfied for all but the fastest of transformations.
Why does this work? First note that
\[
D^k = \bar{y} \cdot \hat{r}^k - \bar{x} \cdot \bar{r}^k
= \bar{y} \cdot \hat{r}^k - \bar{x} \cdot (\hat{r}^k A^T)
= \bar{y} \cdot \hat{r}^k - (\bar{x} A) \cdot \bar{r}^k
= \Delta \cdot \bar{r}^k
= \pm \Delta_1 \pm \cdots \pm \Delta_n
\]
where each ± is chosen positive or negative with independent 50/50 probability. Note that we have employed a linear-algebra identity: the dot-product of two vectors may equivalently be thought of as their matrix-product once the second vector (i.e., row-matrix) has been transposed; thus \( \bar{x} \cdot (\hat{r}^k A^T) = \bar{x} (\hat{r}^k A^T)^T = \bar{x} (A |\hat{r}^k|^T) = (\bar{x} A) |\hat{r}^k|^T = (\bar{x} A) \cdot \bar{r}^k. \)

**Lemma 1** For any definitely correct \((\bar{x}, \bar{y})\),
\[
\Pr_{r^k} |D^k| \geq 6\sqrt{n} \delta \leq \frac{1}{10,000,000}.
\]

**Proof:** Each \(|\Delta| \leq \delta\). Thus, by a Chernoff Bound [1, Theorem A.16],
\[
\Pr \left[ |\Delta_1 \pm \cdots \pm \Delta_n| \geq \sqrt{n} \delta \right] \leq 2e^{-\delta^2/2n} < \frac{1}{10,000,000}. \]

**Lemma 2** For any definitely incorrect \((\bar{x}, \bar{y})\),
\[
\Pr_{r^k} |D^k| < 6\sqrt{n} \delta \leq \frac{1}{2}.
\]

**Proof:** We know there exists \(i\) such that \(|\Delta_i| \geq \sqrt{n} \delta\). Fix all components of \(\hat{r}^k\) except for \(r_i^k\). Then observe that, for at least one of the two possible values \(|\Delta_i| \geq \sqrt{n} \delta\).

Thus \(|D^k| < 6\sqrt{n} \delta\) for at most \(1/2\) of the equally likely choices of random vector \(\hat{r}^k\). \(\blacksquare\)

**Lemma 3** (I). Given any definitely correct \((\bar{x}, \bar{y})\),
\[
\Pr_{r^1, \ldots, r^{10}} \text{[checker mistakenly rejects]} \leq \frac{1}{1,000,000}.
\]

(II). Given any definitely incorrect \((\bar{x}, \bar{y})\),
\[
\Pr_{r^1, \ldots, r^{10}} \text{[checker mistakenly accepts]} \leq \frac{1}{1,000}.
\]

**Proof:** (I). By Lemma 1, the probability of a mistaken reject at each \(r^k\) is \(\leq \frac{1}{10,000,000}\). Thus, the probability of a mistaken reject on any of the 10 tries is \(\leq 10 \cdot \frac{1}{10,000,000} = \frac{1}{1,000,000}\).

(II). By Lemma 2, the probability of failing to reject at each \(\bar{r}^k\) is \(\leq \frac{1}{2}\). Thus, the probability of rejecting on none of the 10 independent tries is \(\left(\frac{1}{2}\right)^{10} \leq \frac{1}{1,000}\).

While Lemma 3 embodies our intuition of the checker’s correctness, it does not deal with the implications of repeatedly using the same stored random vectors \(\bar{r}^1, \ldots, \bar{r}^{10}\). The following claims suggest that our use of stored randomness does not seriously undermine the reliability of our checker:
Lemma 4 Say we select random $\vec{r}^1, \ldots, \vec{r}^{n_0}$ and use these stored vectors to check $\ell$ runs of $\mathbf{P}$. Then, for probabilities over the choice of $\vec{r}^1, \ldots, \vec{r}^{n_0}$:

(I). Say that a bug causes at least one definitely incorrect I/O pair. Then the probability that our checker will miss this bug is $\leq \frac{1}{1,000}$.

(II). If $\ell \leq 10,000$, then the probability that any definitely correct I/O pair will be mistakenly rejected is $\leq \frac{1}{100}$.

(III). The probability that $\frac{1}{2}$ of all definitely incorrect I/O pairs will be mistakenly accepted is $\leq \frac{1}{100}$.

(IV). The probability that $\frac{1}{100,000}$ of all definitely correct I/O pairs will be mistakenly rejected is $\leq \frac{1}{100}$.

Proof: (I) and (II) follow readily from Lemma 3. To prove (III), note a consequence of Lemma 3 (II): if we select $\vec{r}^1, \ldots, \vec{r}^{n_0}$ randomly and $(\vec{x}, \vec{y})$ uniformly randomly from the list of all definitely incorrect I/O pairs out of our $\ell$ runs, then the probability that our checker accepts on input $(\vec{x}, \vec{y})$ and randomization $\vec{r}^1, \ldots, \vec{r}^{n_0}$ is $\leq \frac{1}{100}$. And, if (III) were false, then this same probability would, on the contrary, be $> \frac{1}{100} \cdot \frac{1}{2} = \frac{1}{200}$. (IV) is proved analogously.

2.2 Simple checker—variants

- A fuller statement of our algorithm would include consideration of arithmetic round-off error in the checker itself as well as in $\mathbf{P}$. However, under the reasonable assumption (for a fixed-point system) that addition and negation do not generate round-off errors, our checker could only generate error in the $n$ real-number multiplications needed to calculate $\vec{x} \cdot \vec{r}^k$. And it is our heuristic expectation that such error would not be large enough to significantly affect the validity of our checker.

- Evidently, different values could be used for the constants in our algorithm. Our goal was to particularize a pragmatic checker—one which satisfies reasonably well each of the following desirable conditions: small gap between the definitions of definitely correct and definitely incorrect; small chance of a mistaken ACCEPT; very small chance of a mistaken REJECT; and small run-time.

To generalize: let our definition of definitely incorrect be that there exists $|D| \geq c \sqrt{n} \delta$. Let our algorithm calculate $t$ values of $D^k$ and reject if any $|D^k| \geq c \sqrt{n} \delta$. (We used $c = 6$, $t = 10$ above.) Then the error bound in Lemma 1 is $2e^{-c^2/2}$. The error bound in Lemma 3 (I) is $2te^{-c^2/2}$, and that in Lemma 3 (II) is $(\frac{1}{2})^t$. Lemma 4 (III) generalizes: for any $q \in [0, 1]$, the probability that at least $q$ portion of all definitely incorrect I/O pairs will be mistakenly accepted is $\leq \frac{1}{q}$, where $p$ is the error bound from Lemma 3 (II). Lemma 4 (IV) generalizes analogously.

2.3 A self-corrector

Motivation: To develop a self-corrector for $\mathbf{P}$, we start with the traditional approach of adding a random displacement to the locations at which we must poll $\mathbf{P}$. However, to prevent our inputs to $\mathbf{P}$ from going out of legal range, we here find it necessary to poll $\mathbf{P}$ at a location which is a weighted sum of desired input $\vec{x}$ and a random input $\vec{r}$. If we weight the sum so that $\vec{r}$ dominates, the resulting sum-vector is near-uniformly distributed, allowing us to prove the reliability of our self-corrector. This method may be compared to those employed in [21].

Algorithm: Assume that we have tested $\mathbf{P}$ on a large number of random input vectors: i.e., vectors generated by choosing each component uniform-randomly from the set of fixed-point real numbers on legal range $[-1, 1]$. For each input $\vec{z}$, we verify that $\mathbf{P}(\vec{z})$ is correct (± an allowable error-delta); a version of our simple checker might be employed to facilitate this verification. Through such a testing stage (or by use of a self-tester [18]), we can satisfy ourselves that (with high probability) the fraction of inputs on which $\mathbf{P}$ returns incorrect output is very small: say, $\leq \frac{1}{10,000,000}$. 
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Once we have this assurance, we can employ the following self-corrector for $P$, whose time-bound is two calls to $P$ plus $O(n)$: on input $\vec{x}$:

- Generate random input vector $\vec{r}$.
- Call $P$ to calculate $P(\vec{r})$.
- Call $P$ to calculate $P\left(\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}\right)$. (Note that this is possible because, for any legal input vectors $\vec{x}$ and $\vec{r}$, $\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}$ must also be in legal range.)
- Return, as our corrected value for $P(\vec{x})$,

$$\tilde{y}_c = n \cdot P\left(\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}\right) - (n - 1) \cdot P(\vec{r}).$$

**Lemma 5** For any $\vec{x}$:

$$\Pr_{\vec{r}}\left[P\left(\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}\right) \text{ is incorrect}\right] \leq \frac{3}{10,000,000}.$$  

**Proof:** Fix $\vec{x}$. As $\vec{r}$ varies over all legal input vectors, each component of vector $\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}$ varies over a $(1 - \frac{1}{n})$ fraction of legal range $[-1, 1]$. Thus, since $\vec{r}$ is a random input vector, the value of $\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}$ is distributed uniformly-randomly over a “neighborhood” of input vectors whose size, as a fraction of the space of all legal input vectors, is $(1 - \frac{1}{n})^n \approx \frac{1}{e} > \frac{1}{4}$.

So the probability of hitting an incorrect output at $P\left(\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}\right)$ is at most three times the probability of hitting an incorrect output at a truly uniform-random location, which we know from testing to be $\leq \frac{1}{10,000,000}$.

**Lemma 6** For any $\vec{x}$: $\tilde{y}_c$, will, with high probability, (approximately) equal desired output $\vec{x}A$: chance of error (over choice of $\vec{r}$) is $\leq \frac{4}{10,000,000}$.

**Proof:** Based on testing and on Lemma 5, we know that $P(\vec{r})$ and $P\left(\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}\right)$ are both likely to be correct: chance of error is $\leq \frac{1}{10,000,000} + \frac{3}{10,000,000} = \frac{4}{10,000,000}$. And if they are indeed both correct, then

$$\tilde{y}_c = n \cdot P\left(\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}\right) - (n - 1) \cdot P(\vec{r})$$

$$= n \left(\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}\right) - (n - 1) \vec{x}A$$

$$= \vec{x}A.$$

Unfortunately, our self-corrector reduces the arithmetic precision of $P$. For, in calculating $\tilde{y}_c = n \cdot P\left(\left(\frac{1}{n}\right) \vec{x} + (1 - \frac{1}{n}) \vec{r}\right) - (n - 1) \cdot P(\vec{r})$, significant digits are lost when we divide $\vec{x}$ by $n$; moreover, the final multiplications by $n$ and $(n - 1)$ will magnify the ±δ errors in the values returned from $P$. For this reason, our self-corrector works best on a program $P$ which provides several more digits of arithmetic accuracy than are seemingly warranted by the accuracy of its inputs. In particular, it seems that about $\log n$ additional digits would be sufficient.

\footnote{If arithmetic rounding is not done with care to assure this uniformity, the error bound in Lemma 5 rises to $\frac{1}{10,000,000}$.}
2.4 A faster self-corrector

Another problem with our self-corrector is that it slows execution speed by a factor of at least 2. We can fix this problem by employing the method of stored randomness:

Prior to run-time, we generate and store a random input vector \( \vec{r} \). We also calculate and store \((n - 1)P(\vec{r})\). By repeatedly using these stored values, we can now calculate

\[
\vec{g}_c = n \cdot P \left( \left( \frac{1}{n} \right) \vec{z} + \left( \frac{1 - 1}{n} \right) \vec{r} \right) - (n - 1) \cdot P(\vec{r})
\]

with only one call to \( P \). Thus, our modified self-corrector—like our simple checker—only adds \( O(n) \) arithmetic operations to the execution-time of \( P \). Assuming that \( P \) is an \( o(n) \)-time program, the resulting loss of performance should be negligible.

Proceeding as in Lemma 4, we can easily derive the following results—results which suggest that the use of stored randomness does not seriously undermine the reliability of our checker:

**Lemma 7** Say we select random \( \vec{r} \) and use this stored vector to self-correct \( \ell \) runs of \( P \). Then, for probabilities over the choice of \( \vec{r} \):

(I). If \( \ell \leq 10,000 \), then the probability that any corrected output will be erroneous is \( \leq \frac{4}{10,000} \).

(II). The probability that \( \geq \frac{10}{10,000} \) of the corrected outputs will be erroneous is \( \leq \frac{4}{10,000} \).

2.5 Self-corrector—variants

- To generalize: let \( p \) be an upper bound on the portion of input vectors \( \vec{z} \) for which \( P(\vec{z}) \) is incorrect. (We used \( p = \frac{1}{10,000,000} \) above.) Then the error bound in Lemma 5 is \( ep \), and that in Lemma 6 is \((e + 1)p\). Lemma 7 (II) generalizes: for any \( q \in [0, 1] \), the probability that an at least \( q \) portion of the corrected outputs will be erroneous is \( \leq \frac{(e+1)p}{q} \).

- Having calculated corrected output \( \vec{g}_c \) as described above, we could then employ a version of our simple checker to double-check the correctness of \( \vec{g}_c \). If we signal a bug whenever the simple checker finds \( \vec{g}_c \) to be incorrect, we then provide both checking and self-correcting for \( P \), while still adding only \( O(n) \) arithmetic operations to \( P \)'s execution-time.

- The checking situation would be somewhat different if our computer used floating-point, rather than fixed-point, representations. Our model of \( P \)'s arithmetic errors as a flat \( \pm \delta \) in each component of output would need modification, and the problem of designing expressions such as \( \left( \frac{1}{n} \right) \vec{z} + \left( \frac{1 - 1}{n} \right) \vec{r} \)—i.e., randomized expressions meant to be near-uniformly distributed over the set of legal inputs—would be more complex.
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