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Abstract

This report presents a load sharing heuristic for distributed computing on workstation clusters. The approach is novel in that it combines the use of predicted resource requirements of processes (CPU-time, memory requirements, density of the I/O-stream) and a fuzzy logic controller which makes the placement decision. The heuristic is distributed, i.e. each node runs a copy of the prediction and load sharing code, and its implementation is based on PVM. Using a benchmark program (Choleski factorization) experiments were conducted to compare the proposed heuristic against standard PVM and an older version of the presented heuristic without the fuzzy logic controller.
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1 Introduction

Message passing systems such as PVM, Express, Linda and P4 offer the opportunity to use workstation clusters as an inexpensive alternative for distributed computing. However, to enhance the performance of such systems "additional system management software" is needed [11]. An important step toward this goal is to design algorithms for the distribution of processes among the nodes of a cluster. During the past decade a lot of work has been done in this field. (For an overview see [1], [9] and [11].)

The present contribution deals with a load sharing heuristic. In general terms, a load sharing algorithm works as follows: When a process p arrives for execution, the algorithm assigns p to a node of the cluster in such a way that the performance is good in some sense.

In order to enable such an action the load sharing algorithm needs to "know" the actual load of each node of the cluster. One solution is to poll all nodes of the cluster periodically. Since the load changes rapidly this has to be done frequently what causes much additional load and consequently, reduces the system's performance. Furthermore, it is not hard to see, that even frequent polling cannot guarantee the accuracy of a placement decision made without any knowledge about the system's future behaviour ([5], [8], [14]). A better solution is, therefore, to use a prediction. The proposed load sharing heuristic uses a simpler prediction scheme than the one used in [5] which is outlined in section 2.1.

The load of a node depends on several load factors such as the length of the CPU ready queue, the CPU-times of the processes in the CPU queue, the amount of memory in use, and the density of the I/O-stream. Since there is no suitable mathematical model that relates these factors with the performance of the system, most of the load sharing algorithms in the literature use a single figure to describe the load and distribute the processes in such a way that about the same load is assigned to each node of the cluster. The proposed heuristic uses a different approach. Three load factors are combined by a fuzzy logic controller which picks the node a new process is assigned to. A different approach which also involves a fuzzy logic controller is described in [6].

A load sharing system, called ALICE \(^1\), using the proposed load sharing heuristic was implemented based on PVM. Here only those processes are subject to the placement decision that are created by a call of the `pvm_spawn`-function. An implementation on a command shell level and for MPI is in preparation.

An experiment has been conducted to compare the proposed load sharing heuristic against standard PVM 3.3.11 and an older version of the presented heuristic without the fuzzy logic controller. The results of the experiment are described in section 3.

2 Heuristic

The load sharing system ALICE consists of two parts - the predictor and the fuzzy logic controller (see fig.1).

\(^1\)A\ adaptive L\ oad B\ alancing System f\ or I\ nhomogeneous C\ omputing E\ nvironments
The predictor is realized by a demon (called the local load prediction demon - llp-demon) which is incorporated in the operating system of each node. Since the decision manager must be invoked only if the pvmspawn-function is called, the pvmspawn-function has been substituted by a new function that includes the fuzzy logic controller.

In general the resource requirements of a process depend on the program the process executes as well as on the owner of the process. Furthermore, due to differences in the architectures of the processor nodes, one and the same process can have different resource requirements if it runs on different nodes. Therefore, a process $p$ is identified by its program and its owner, and predictions of its resource requirements $\tau(p,i)$ (CPU-time), $\mu(p,i)$ (memory requirements) and $\omega(p,i)$ (density of the I/O-stream) are computed separately for each node $i$. Using these predictions of resource requirements of processes predictions of three load indexes of each node $i$ are computed:

- $NIT(i)$ - a prediction of the time the processor is idle for the next time
- $MEM(i)$ - a prediction of the amount of memory in use
- $IO(i)$ - a prediction of the remaining I/O-capacity

The load sharing heuristics works as follows. When pvmspawn is called on some processor node $i$, an identification of the program and the owner is sent to any other node. Every node $j$ then returns its load indexes $NIT(j)$, $MEM(j)$ and $IO(j)$ as well as the predictions of the respective resources requirements $\tau(p,j)$, $\omega(p,j)$ and $\mu(p,j)$ of $p$. 
These data are fed to the fuzzy decision manager which identifies the node \( p \) is executed on.

2.1 Prediction Scheme and llp-deamon

The llp-deamon consists of two parts (see fig.2.)

One part builds and maintains a list of the processes running on the respective node. In [9] it is shown that only processes that run longer than 1/3-1/2 sec generate a significant load and therefore, only processes running at least 1/2 sec are included in the list. The second part of the llp-deamon computes the predictions of the resource requirements of processes and the load indexes. It does not depend on the used platform what makes it easy to adapt the heuristic to other platforms.

The predictions of the resource requirements of a process \( p \) are weighted means of the actual resource requirements of the last \( N \) executions of this process on the respective node. In (1) the computation is shown for \( \tau(p,i) \), \( \omega(p,i) \) and \( \mu(p,i) \) are computed in a similar way.

\[
\tau_{\text{new}}(p,i) = e^{-\lambda} \tau_{\text{old}}(p,i) + \frac{t}{N}
\]

The computation is done in a recursive way. \( \tau_{\text{new}}(p,i) \) and \( \tau_{\text{old}}(p,i) \) denote the new and the old value of \( \tau(p,i) \), respectively, and \( t \) is the CPU-time of the last execution of \( p \) on the node \( i \). The weight \( e^{-\lambda} \) serves to limit the influence of the older values on the prediction, and is subject to an adaptation process.

The size of the memory in use, \( \text{MEM}(i) \), of the processor node \( i \) is estimated by the sum of the memory requirements of those processes which are currently running on \( i \). Using the predictions of the CPU-times of the processes running on the node \( i \), \( NIT(i) \) is computed subject to the following rules.

(i) At the start of the system \( NIT(i) \) is zero.

(ii) When a new process \( p \) is started on \( i \), \( NIT(i) \) is updated by adding the prediction \( \tau(p,i) \) of CPU-time of \( p \).

(iii) \( NIT(i) \) is periodically decreased by the difference of the allocated CPU-time of the processes since the last update.

(iv) If a process terminates earlier or uses the CPU longer than predicted, \( NIT(i) \) is corrected.

The prediction of the remaining capacity of the I/O-channel is computed similarly.

2.2 Fuzzy Logic Controller

The basic idea of the fuzzy logic controller is the following. In order to determine where to run a new process \( p \), for each node \( i \) a real number \( l(i) \) is computed in such a way that \( l(i) \) is the greater the better the process \( p \) will fit on the node \( i \). \( p \) is assigned to the node with the greatest \( l(i) \). The main steps of the computation of \( l(i) \) are outlined below.
Comparision with <host_proc>.dat
Update of data in <host_proc>.dat
Update of the statistical parameters
for all active processes:

struct {
    int pid;
    char cmdline[80];
    long time, mem, io, packets,....;
    /* interesting parameters of the processes*/
} procdata[NR_TASKS];
1) Fuzzifications $NIT^f(i)$, $MEM^f(i)$, $IO^f(i)$ and $\tau^f(p,i)$, $\mu^f(p,i)$, $\omega^f(p,i)$ of the load indexes $NIT(i)$, $MEM(i)$, $IO(i)$ and the resource requirements $\tau(p,i)$, $\mu(p,i)$, $\omega(p,i)$, respectively, are computed.

2) Using a rule base $\mathcal{R}_1, ..., \mathcal{R}_n$, for each rule $\mathcal{R}_j$ a figure $l_j(i)$ is computed.

3) $l(i)$ is obtained from $l_1(i), ..., l_k(i)$ by a defuzzification algorithm.

It is well beyond the scope of this article to give an introduction to fuzzy logic (For more on fuzzy logic and fuzzy logic controllers the reader is referred to [16].) Nevertheless, some remarks should be made.

A fuzzy set in some set $M$ is characterized by a function $f$ from $M$ to the closed interval $[0, 1]$. $f$ is called the membership function and, for an element $x$ of $M$, $f(x)$ is considered to be the degree of membership of $x$ in the fuzzy set. In order to define a fuzzification of a number $y$, finitely many fuzzy sets (called linguistic terms) are defined in the set $y$ is taken from. If $f_1, ..., f_r$ are the membership functions of the linguistic terms, the fuzzification $y^f$ of $y$ (with respect to the linguistic terms $f_1, ..., f_r$) is the vector $y^f = (f_1(y), ..., f_r(y))$. The linguistic terms are usually associated with linguistic labels such as small, medium, large etc.. Here five linguistic terms very low, low, medium, high and very high are defined for each input variable. The linguistic terms used for the output variable $l(i)$ are very bad, bad, medium, good and excellent.

The rule base consists of rules of the following type

$\mathcal{R}_k$: If $NIT(i)$ is very low and $MEM(i)$ is low and $IO(i)$ is medium and $\tau(p,i)$ is high and $\mu(p,i)$ is medium and $\omega(p,i)$ is low, then $l(i)$ is good

Given the fuzzifications of the input variables for each rule a figure is computed that describes the degree as to which the specific rule applies to the input. These figures define a fuzzy set which is then defuzzified using the center of gravity method. For details see [16].

The knowledge about the controlled system is encoded in the definition of the linguistic terms and the rules of the rule base. Thus the correctness of the decisions made by the fuzzy logic controller depends directly on the quality of the knowledge base formed by the linguistic terms and the rule base. In the present version of our system the knowledge base is based on experience.

3 Experiments

The above described load sharing heuristic was implemented on a cluster consisting of three PC’s (i386 and i486) running under LINUX and connected via EtherNet. A distributed benchmark program performing a Cholesky factorization of a matrix taken from [13] was run with standard PVM, an older version of the presented load sharing heuristic ([14]) and the proposed heuristic. The CPU-time and memory requirements of the processes created by the execution of this program are strongly influenced by the calling parameters.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PVM 3.3.11</td>
<td>10.0</td>
<td>14.1</td>
<td>12.0</td>
<td>30.4</td>
</tr>
<tr>
<td>old version</td>
<td>10.0</td>
<td>9.1</td>
<td>9.2</td>
<td>24.2</td>
</tr>
<tr>
<td>new version</td>
<td>9.8</td>
<td>8.8</td>
<td>8.9</td>
<td>23.8</td>
</tr>
</tbody>
</table>

Table 1: Additional processes with medium memory use and high CPU-load

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PVM 3.3.11</td>
<td>9.1</td>
<td>7.0</td>
<td>7.1</td>
<td>21.2</td>
</tr>
<tr>
<td>old version</td>
<td>9.1</td>
<td>7.3</td>
<td>7.4</td>
<td>19.9</td>
</tr>
<tr>
<td>new version</td>
<td>7.0</td>
<td>7.2</td>
<td>5.0</td>
<td>17.1</td>
</tr>
</tbody>
</table>

Table 2: Additional processes with high memory use and low or medium CPU-load

The nodes also run additional processes of different characteristics. The obtained results are shown in table 1 and table 2. It turned out that, especially if the additional processes have high memory requirements and low or medium CPU-time, the new load sharing heuristic achieves significantly better results than the older version without fuzzy logic.

4 Concluding Remarks

Using ideas from [4], it is planned to apply a genetic algorithm to adapt the knowledge base to the specific requirements of the cluster in a subsequent version of the presented heuristic. Presently, the more sophisticated simulation of our system is in preparation. Furthermore, it is planned to apply the ideas exhibited in this paper to very large distributed systems.
References


