
Communicating with Executable Action Representations

Malte Schilling1,2 and Srini Narayanan2

1 Center of Excellence Cognitive Interaction Technology, Bielefeld, University
2 International Computer Science Institute Berkeley, 1947 Center Street, Suite 600, Berkeley (CA) 94704 USA

Email: mschilli@icsi.berkeley.edu

Abstract
Natural language instructions are often underspecified and
imprecise which makes them hard to understand for an artifi-
cial agent. In this article we present a system of connected
knowledge representations that is used to control a robot
through instructions. As actions are a key component of in-
structions and the robot’s behavior the representation of ac-
tion is central in our approach. First, the system consists of
a conceptual schema representation which provides a param-
eter interface for action. Second, we present an intermediate
representation of the temporal structure of action and show
how this generic action structure can be mapped to detailed
action controllers as well as language.

Introduction
We use communication as a tool in order to convey a mean-
ing to another person. Often we communicate with some-
body explicitly to interact with him. Cooperation appears to
be one root of communcation (Tomasello 2008). But it pre-
supposes several requirements for a successful communica-
tion. Both communicating partners want to achieve some-
thing together. And they rely on a set of shared knowledge.

Modeling approaches have tried to capture such shared
representations and have tried to build human like represen-
tations. But this turned out to be quite difficult. Early-on tra-
ditional AI approaches focussed on high level and merely
symbolic representations. This has shown to be insufficient
and lots of information is missing. Language input is only
providing parts of the used information and is often un-
derspecified. What is needed is, first, the connection of the
higher level information to lower level representations, i.e.
a grounding of the representation. Second, the integration
of additional knowledge is necessary. Information about the
current situation, the ongoing context of the interaction, af-
forded goals, possible actions or simply ontological knowl-
edge about relations between objects has to be incorporated.

Following a bottom-up approach, we start from a simple
lower level representation of sensorimotor behavior. While
such representations seem quite different from linguistic
representations, there is broad support from neuroscience
and behavioral science showing that in the human brain lan-
guage, communication and cognition are rooted in the same
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representations (Jeannerod 2006). The structure of linguistic
representation reflects the structure of the underlying con-
ceptual system (Narayanan 1997) and the structure of ac-
tions shows up in the way how we talk about actions and
how we think about actions (Pulvermüller et al. 2005).

Central here is first, the idea of recruitment (Anderson
2010) and, second, the notion of internal simulation (Hess-
low 2002): Grounded internal models are flexibly utilized in
service for cognitive tasks. These models originally served
a specific behavior and co-evolved in a different context
(Steels 2003). But the resulting multimodal and predictive
models can be flexibly used in different contexts decoupled
from the original task. Planning ahead becomes a form of
internal simulation, i.e. trying out alterations of existing be-
haviors in an internal simulation with the body decoupled
from the control system.

In the Neural Theory of Language (Feldman and
Narayanan 2004) language understanding is explicitly un-
derstood as invoking such an internal simulation. The inter-
nal simulation is the process in which meaning of language
is unfolded. The language input drives the internal simula-
tion by activating at first the linguistic representation. Acti-
vation spreads to the connected different types of knowledge
representations and these become part of the internal simu-
lation. In the internal simulation all the missing details of
the underspecified linguistic input are available as they are
part of related representations and are pulled into the internal
simulation. A key aspect of an internal simulation is the tem-
poral unfolding of events. And the temporal structure of an
internal simulation is organized by the structure of actions.

While internal simulation provides a process for integra-
tion of knowledge, the gap between representations on a
linguistic level and as used in motor control seems to be
quite big and not easy to overcome. Narayanan proposed
Petri-network based schemas as a representation of actions
(Narayanan 1999). First, he identified a general structure of
action which is also reflected in language. Second, in a spe-
cific type of Petri-networks he provided a mechanism which
can represent a temporal organization of actions and events.
This representation is at the same time executable. In this
paper, we want to follow up on this type of representation of
action as an intermediate representation between high level
representation and low level process models of behavior. We
will explain the x-schema representation and its features and
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Figure 1: Schematic overview of the representation system: Sensorimotor circuits (bottom-left) are directly linked to the x-
schema representation. Language is represented through Embodied Construction Grammar (upper-left) in which syntactic and
semantic information are tightly connected. All knowledge representations are connected to an ontology that defines concepts,
their parameters and relations (right). Language instructions are translated into constructions and the resulting semantic speci-
fication is complemented (middle, knowledge integration) with the missing information in order to initiate behaviors and setup
sequences of actions.

will show how this can be directly mapped to the linguistic
representation and to sensorimotor circuits. We apply this
system in a human-robot interaction in which a robot shall
be guided through language input by a human user. We pro-
vide a simple example of a six-legged simulated robot mov-
ing around in an unknown environment. As we are still on
the beginning of this work, we will discuss the benefits of
such an approach of connected representations and how the
interconnected representations could be exploited to gener-
ate meaningful answers. In addition, we want to discuss the
extension to more challenging domains.

Knowledge Representation
Different forms of representation are suited to represent the
different kinds of knowledge inside the system (see fig.
1). Starting on the lowest level with procedural knowledge,
forming upwards an ontology of concepts and on the highest
level linguistic representations containing words and syntac-
tic information. Each level demands its own specific set of
requirements and asks for a specific formalism. In the fol-
lowing, we will briefly explain the different representation
formalisms, first, on the lowest level and, second, on the
linguistic level. This will emphasize the large gap between
those two types of representation and will motivate the intro-
duction of the intermediate action structure representation.

Sensorimotor Level: Neural Networks
We deal with a control system for a six-legged walker. The
basic system is based on work (Schilling, Cruse, and Arena
2007) on the walking of the stick insect. The behavioral

repertoire is quite small. Basically, the animal can move
around in an environment. A movement consists of a veloc-
ity and a target. Each leg is individually controlled and can
perform two basal movements: A swing or a stance move-
ment. These movements are realized as simple neural net-
works (fig. 2) and they have additional parameters, e.g. the
stance movement requires a step width.

Even though the control system is quite simple, it pro-
duces stable and robust behavior as it can deal with severe

Robot: Interaction with Environment
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Figure 2: Procedural level: Neuronal Networks control the
robot/agent and get perceptions from the robot in the dy-
namic simulation environment. The overall behavior is or-
ganized on top of that in Petri-Networks that control the
switching and timing of the motor primitives.
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Figure 3: Example constructions. A construction consists of
a form part (blue) and a meaning part (red). It is defined by
parameters and by relations or roles that can connect to other
constructions (e.g., the agent part of the walk construction
relates to the subject of the sentence which fills this role.)

disturbances, e.g. the loss of legs. This is one of the advan-
tages of such systems: they are embodied and situated and
the overall behavior emerges in the continuous interaction
with the environment. From a representational perspective
it is crucial that the internal states are directly linked to the
behaviors themselves and are grounded in the sensory ex-
periences. One example of a more complex grounded inter-
nal representation is a model of the own body which can be
used to control the movements of the legs during the stance
phase. Such an internal model can be used for planning
ahead through internal simulation. In this way the model can
overcome novel challenges like crossing large gaps.

Language Level: Constructions
Language is modeled using Embodied Construction Gram-
mar (Bergen and Chang 2005). Constructions are form-
meaning pairings that link word forms and conceptual
schemas. On the one hand, one part of a construction cov-
ers the form. These can be morphemes, words or complete
idioms. In addition, the form of a construction can establish
rules how constructions can be combined. This allows to ex-
press complex syntactic information through constructions.

On the other hand, constructions express semantics. The
meaning part is a conceptual schema representation which
allows to define relationships and parameters. Meaning and
form part are tightly intertwined. In particular, when con-
structions are connected, such a connection is not restricted
to the form or meaning part of the involved constructions.
Instead, a construction defining the connection determines
how meaning and form interact, e.g. Fig. 3. The construction
for the verb “walk” requires on the meaning side an agent
(who is walking) and as a parameter a target location (where
to go). This structure can be mapped to different sentences,
e.g. to the one used above. This sentence is derived from a
construction that generates the typical syntactic structure of
subject–predicate–object. As a part of this the subject of the
sentence is bound to be the agent in the situation. This con-
struction defines the form-meaning pairing for such active
sentences. At the same time, the agent is restricted to a spe-
cific concept. An agent has to be of type person. In the same
way, the target of the movement is connected to the object
of the sentence.

Ready Ongoing DoneStart Finish

Iterate

Suspended

InterruptResume

"He is walking to the Cafe.""He is about to walk to the Cafe." "He has walked to the Cafe."

Progressive (be + V-ing)Prospective (about to + V) Perfect (has + V-ed)

Figure 4: Example of different verbal aspects. While the
general action structure for all sentences is the same, the
three different sentences map to different activations (mark-
ings) of the same Petri-network representing the action.

Representation of Action: X-Schema

There is a broad gap between sensorimotor circuits and lin-
guistic representations of actions. An action is defined, first,
by its interface, i.e. a set of parameters of the action. An
action consists of parameters which can be either variable
or can be restricted to a certain value, e.g. velocity is a pa-
rameter of a movement (walk) and for a fast movement the
velocity is high (run). On the language side, constructions
provide such a representation of meaning. The semantics
are represented as conceptual schemas. This parametrization
is shared by the linguistic representation and the actual ac-
tion controller. The conceptual structure is also expressed
in our system in an ontology which acts as a repository of
possible concepts and reflects parameters and roles of con-
cepts. A representation of the current situation, the state of
the system and current percepts, is connected to this ontol-
ogy (This is not explained in detail here. For the simple case
of the hexapod walker sensory states are restricted to propri-
oceptive feedback and there is only a very simple map-like
representation of the environment for navigation.). The on-
tology provides a mapping and default values for the actual
controller of the action, e.g. it establishes the actual value
of velocity for the linguistic parameter fast in the walking
controller.

Second, crucial to an action is its temporal structure. On
the one hand, the handling of the temporal unfolding of an
action is the basic task of sensorimotor representations. Dy-
namical system approaches are well suited to express com-
plex temporal and spatial relations in multiple dependent or
independent dimensions. On the other hand, there is a gen-
eral temporal structure of actions and events which consists
of a common state space for action, e.g. an action can be on-
going or finished. This generic temporal structure of an ac-
tion is also reflected in language. For many languages a spe-
cific grammaticalization has developed to denote the state
of an action. This is called verbal aspect (Fig. 4). In order
to be able to reason about events, we need a state space
which includes this set of states, but in addition also the
possibility to describe changes of states. We use x-schema
to represent this temporal structure of actions. X-schemas
are an extension of Generalized Stochastic Petri Nets (Mu-
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Figure 5: Showing the connection from linguistic represen-
tation (upper part, constructions) to an x-schema. The x-
schema is defined by the parameter interface (in the mid-
dle). The Petri-network (lower part) consists of a generic set
of action states (Ready, Ongoing, Done) and describes the
temporal structure of the process. The hexagonal step repre-
sents an embedded x-schema in which the motor primitives
are directly controlled.

rata 1989). Petri-networks are graphs consisting of places
(P) and transitions (T ). Places can store resources and in
this way a marking of the graph describes a state of the sys-
tem. Transitions describe how markings change in the graph
over time. There are different types of transitions allowing to
model the movement of token between places. Special tran-
sitions can, for example, create token, inhibit the creation of
a token, consume tokens, wait before they fire or can dis-
tribute tokens in a stochastic fashion (for details (Narayanan
1999)). Petri-nets are well suited to describe temporal pro-
cesses as they allow concurrent processes and can handle
synchronization of these. In addition they are able to repre-
sent resources and the consumption of these.

An x-schema consists of a Petri-net describing the unfold-
ing of an action. It consists of places representing the lower
level motor primitives. The activation of these places is di-
rectly coupled to the activation of the motor primitives. But
in extension to a normal Petri-network an x-schema is, on
the one hand, connected to an interface that provides access
to the parameters of the action. On the other hand, the gen-
eral action structure is part of the Petri-network which means
that for each generic action state there is a corresponding
place in the x-schema (Fig. 5). This allows, first, the direct
mapping of an x-schema to language (Fig. 4). Language can
parametrize directly an action. And it expresses the verbal
aspect of the action. Secondly, an x-schema provides a sim-
ulation semantics. It is directly grounded in the sensorimotor
control as single states correspond to basal motor primitives
(e.g. a swing controller) and sensory experiences. The acti-
vation of the motor primitives is organized by the x-schema
graph. This level of representation allows to combine dif-

ferent Petri-networks (subnetworks are shown in the figures
as hexagonal states) and to reason about actions by inter-
nally running the networks. Following the activation traces
in the x-schema in such an internal simulation directly leads
to the activation of predicted sensory consequences or in-
vokes dependent procedures. As a consequence, x-schema
are ideal for planning ahead and synthesizing complex be-
havioral plans. While they are abstract enough to provide a
small space for planning, they still directly link language and
action processing, as x-schema can handle temporal struc-
ture and can be mapped to conceptual semantic schemas.

Knowledge Integration
Language input is usually underspecified. Parts of an uttered
sentence connect to background knowledge or what has been
said before. A central process is therefore the integration of
knowledge (Fig. 1). The main task for the knowledge inte-
gration is to decide which action to take and to provide all
required information. Here this is directly driven through the
given language instruction. In the simplest case the knowl-
edge integration passes the action command from the lan-
guage processing to the action execution. In more complex
cases it has to infer or has to look up missing information.
For example, when an action should be invoked which pre-
conditions are not met, this process has to come up with a be-
havioral sequence of actions that allows to execute the spec-
ified action. Searching a sequence of behaviors has shown to
be quite difficult. But the level of x-schemas provides a good
level to plan such behavioral sequences. In an x-schema pre-
and post-conditions are explicitly stated while the exact de-
tails of the execution of the action are hidden away.

Robot Command Scenario & Future Work
We want to explain how the different representations con-
tribute to language understanding. First, we present the sim-
ulation of a six-legged walking robot. Second, we will ex-
plain ongoing work connecting our system to ROS (Robot
Operating System) and to the control of the PR2 robot.

Instructions for a Hexapod Robot
The six-legged robot Hector is realized in a dynamical sim-
ulation environment (Fig. 6, the robot is currently under de-
velopment at Bielefeld University (Paskarbeit et al. 2010))
and can be controlled using simple command sentences. An
uttered instruction invokes an action representation which
should be carried out by the robot. The knowledge integra-
tion takes care of gathering all required information and ini-
tiates the execution of the action.

In the easiest example, all information is given in the lan-
guage input, e.g. the robot should “walk slowly two meters
to the North”. A walk action consists of an interface requir-
ing values for a velocity and a specification of where to go.

But usually not all information is given and instructions
are incomplete: “walk two meters to the North”. The spec-
ification of parameters for the action is incomplete and the
knowledge integration process has to fill in the missing de-
tails, e.g. it looks up a default walking speed which is used
to execute the walking.
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a) b)

Figure 6: Simulated six-legged robot walking forward.

A typical command could be even shorter or the infor-
mation could be incompatible to the structure of the action
schema, e.g. one could advise the robot to “walk to the ta-
ble”. A default velocity could be looked up in the ontol-
ogy, but the target is not given as a distance and direction.
While it is possible to calculate distance and direction from
the known positions, this is not always the case and not cog-
nitively plausible. We do not decide beforehand how far and
in which direction to go, as small errors might accumulate
during execution. Instead, we would head into the direc-
tion until we reach the table. And we can handle instruc-
tions which can’t be evaluated completely before the exe-
cution, e.g. “walk North until you see the staircase to your
left.” This presupposes that information can be integrated
into the action during execution. A simple prespecification
can’t handle such instructions. But the proposed x-schemas
provide a mechanism. In the mentioned examples, a target
parameter is part of the walk action interface. This parame-
ter is not a single value, but basically the network contains a
place which actively determines if the target is reached.

Already slightly more complex instructions make use of
the temporal structure of actions. When chains of actions
are described or the execution of actions shall be altered this
has to be reflected in the way the actions get activated. The
example sentence “walk North until you see the staircase”
could be rephrased as “stop walking North when you see the
staircase”. There is no explicit initiation of the walking be-
havior, but to reach the Finished-state of the walking behav-
ior this behavior has to be activated first. Without exploiting
the temporal structure of actions a planner would only use
the goal information to come up with a suitable behavior
leading towards the goal (being in a position from which the
staircase can be seen). This might lead to testing out in in-
ternal simulations a large repertoire of unhelpful behaviors.
Instead in our case the knowledge integration gets as input a
desired state of the walk x-schema. First, the goal condition
has to be met for the robot. And second, the Petri-net shall
move to the Finished/Done state. From this it is quite easy
to infer that only the walking x-schema has to be activated.

Interacting with a Robot
The command scenario is only a first step. The advantage
of using a generic action structure shows when we turn to
more complex tasks and descriptions of entire sequences of
action including temporal relations as such instructions can
be directly synthesized into chains of actions.

The main advantage of the interconnected representations
is that execution and planning processes are directly linked
to language understanding and both processes can mutually

inform each other. This becomes apparent especially when
something goes wrong, e.g. the execution of an action brakes
down or information is missing during execution. As the
state of the lower level is directly linked to the higher level
of representation it can be used to guide the search for an
answer on all levels. For example, walking consists of an it-
eration of swing and stance movements. A swing movement
is finished when a leg touches ground. But when the robot
stands in front of a gap the leg can’t find a foothold and the
stance movement can’t be initiated. The execution will be
stopped. While the lower level can not solve this problem, a
user might give advise, e.g. to move into a different direc-
tion or, for a small gap, to change the step width. The robot
could be instructed to make a small step to the border of the
gap and then cross the gap with a large step.

While the system can integrate the new instruction, it can
also give feedback on its current state: It can tell that the
swing behavior aborted because there was no ground contact
found. There is currently no natural language output. Only
state information can be returned to a user. In the future we
are going to extend the system and want to give informed
language feedback. Here the generic structure of the action
allows to directly give information about ongoing processes
and provide details about the process execution. The hierar-
chical action representation can be used to address in which
stage the execution run into problems and which conditions
were not met. In the long run, the system should be extended
towards dialogue and continuous interaction with the user.
On the one hand, being able to give feedback. On the other
hand, integrating new language input continuously during
the execution and possibly guiding planning processes.

The walking scenario is quite simplistic and currently we
are applying the system to a more complex manipulation
scenario. We are connecting the knowledge representations
and the knowledge integration to ROS and want to use it to
control the PR2 robot in a manipulation task. In the task the
system will be extended to more complex action, e.g. grasp-
ing an object. An action like grasping is much more demand-
ing as the simple example action representations addressed
in this paper. The presented Petri-net representations consist
only of sequences of action. But during grasping there are
multiple concurrent processes: while a reaching movement
is carried out, the hand or gripper is preshaped to fit the ob-
ject. Usually, such complex temporal relations are encapsu-
lated in a movement controller. But it is one of the strengths
of a Petri-net representation to be able to handle concurrent
process flow. One advantage of our system is that this level
of detailed temporal process descriptions and interrelations
of multiple processes is directly linked to language. It is our
goal in the future to synthesize complex actions which are
not simple sequences of action, but can have a rich tempo-
ral structure. A more complex structure and especially rich
temporal relations require that behavioral plans can not be
given in advance. Instead, it can become necessary to con-
struct new Petri networks during runtime from basic build-
ing blocks and alter the single action units. Such synthesized
action shall be generated from language instructions. This
requires to fill in missing information at runtime or to com-
plete behavioral plans and fill in necessary missing actions.
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Discussion & Related Work

There is a long standing tradition of work on natural
language instructions going back to Winograd’s work on
SHRDLU (Winograd 1971) in which simple actions were
applied in a simple virtual environment. This has been ex-
tended to work in robots which can be instructed using nat-
ural language leading to a wide range of different architec-
tures that can handle language of different complexity. Start-
ing from simple keyword triggered actions up to approaches
that can deal with grammar. The goal in many of these ap-
proaches is processing natural language into a behavioral se-
quence. For example, Dzifcak et al. (2009) translate an in-
struction given through natural language into a formal logic
description of a goal which is then used to generate an action
script fulfilling the goal. More and more approaches are in-
corporating semantic specifications and connecting the lan-
guage to conceptual schema representations, a typical exam-
ple is the representation of spatial descriptions (Kollar et al.
2010).

While many of these approaches are only taking into ac-
count simple sentence structure, Tellex et al. (2011) is ex-
tending the work of Kollar et al. (2010) using more complex
input which includes hierarchical structure of language in a
robot navigation task. In their work parts of the language in-
put are tried to be mapped to objects, places or schematic de-
scriptions, e.g. of a path. The results are probabilistic graph-
ical models describing spatial features. From these a suitable
one can be used as a parameter for an action.

Our language processing using Construction Grammar al-
lows to handle complex hierarchical organized language in-
put. Syntax and semantic are processed concurrently and are
tightly interconnected. The result is a semantic specification
which is related to conceptual schema definitions.

One feature differentiating our approach from others is the
intermediate action representation. Similar to some of those
mentioned above this builds on the schematic structure of
actions assuming a given parameter interface for an action.
But in addition, there is a general temporal structure as it is
reflected in verbal aspect in language. This more fine grained
representation of temporal relation can be transferred to the
level of motor control and in this way language can be used
to setup quite complex action plans. The connected repre-
sentations allow to directly link the action structure to lan-
guage. On the one hand, complex instructions about concur-
rent events or the sequencing of actions can be translated
into behavioral plans. On the other hand, in the future this
type of information can be used to produce better user feed-
back and to generate language output giving detailed infor-
mation on the course of action or possible problems in the
execution.

Acknowledgments

This work has been supported by the Center of Excel-
lence Cognitive Interaction Technology (EXC 277) and by a
DAAD postdoctoral fellowship.

References
Anderson, M. 2010. Neural reuse: A fundamental organiza-
tional principle of the brain. Behav. Brain Sci. 33:254–313.
Bergen, B., and Chang, N. 2005. Embodied construc-
tion grammar in simulation-based language understanding.
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