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ABSTRACT
A $K$-smoothing network is a distributed, low-contention data structure where tokens arrive arbitrarily on $w$ input wires and reach $w$ output wires via their completely asynchronous propagation through the network. The maximum discrepancy among the numbers of tokens arriving at the output wires, called smoothness, is at most $K$. It has been a long-standing open problem to construct a $K$-smoothing network with (i) optimal $K$, (ii) optimal $\Theta(\log w)$ depth (called small-depth), (iii) no use of the AKS sorting network, and (iv) no reliance on global initialization.

In this work, we present a very simple, randomized network which meets all four desiderata:

• It is the cascade of a reasonably simple number (about 150) of copies of the simple block network [6]; hence, it is small-depth and does not use the AKS sorting network.

• It achieves smoothness $K = 2$; hence, it is optimal with respect to smoothness due to a recent improbability result about randomized, small-depth, 1-smoothing networks from [14].

• The network is randomized: each balancer is oriented independently and uniformly at random, thus requiring no global initialization.

Cascaded before the $\Theta(\log w)$-depth 2-counter network due to Klugerman and Plaxton [13], which does use the AKS sorting network as a building block, our 2-smoothing network yields a new, randomized counting network with depth $\Theta(\log w)$. The new network is a much simpler alternative to the classical, small-depth counting networks from [12, 13].

∗This work has been partially supported by the IST Program of the European Union under contract number 15964 (AEOLUS) and by the German Academic Exchange Service (DAAD)

1. INTRODUCTION
Smoothing networks (together with ceiling counting networks [4]) have been studied extensively in Distributed Computing Theory since their introduction in the seminal paper by Aspnes, Herlihy and Shavit [4]—see, e.g., [1, 2, 4, 8, 9, 11, 12, 13, 14]. Smoothing networks offer a modern, wait-free approach for important applications in asynchronous concurrent computing, such as load balancing and producers-consumers, which alleviates the latency due to contention.

A smoothing network [4] is a distributed data structure which acyclically interconnects balancers and wires. A balancer typically receives tokens on its two input wires and forwards them out to its two output wires, called top and bottom, in a round-robin fashion. A token represents a request for a service by a process. Each token arrives at one of the network’s $w$ input wires, propagates asynchronously through the network and exits through one of the network’s output wires. The dispersion through the network helps reducing the contention and, thereby, the latency due to contention. On the other hand, the network should have small depth in order to reduce the latency due to propagation. We are interested in the pairwise difference of the numbers of tokens exiting on the network’s output wires; the maximum (over all executions) of these differences is called smoothness. A $K$-smoothing network [1, 4] has smoothness $K$. A perfect smoothing network should meet four desiderata:

1. It should guarantee optimal smoothness in order to optimize the performance of load balancing applications running on top of the smoothing network.

2. It should have optimal $\Omega(\log w)$ depth; $\Omega(\log w)$ has been observed to be a lower bound on the depth of a (1-)smoothing network [15].

3. It should be simple in order to allow for practical implementations; this excludes the use of the famous AKS sorting network due to Ajtai, Komlós and Szemerédi [3] (with depth $\Theta(\log w)$) as a building block in the construction due to its huge constants hidden in the $\Theta(\log w)$ notation.

4. It should permit for local initialization [2, 8, 9] in order to increase robustness against balancer failures.
Despite a large research effort in the last eighteen years (see, for example, [2, 4, 8, 9, 11, 12, 13, 14]), no perfect smoothing network has been yet known. As early as 1992, Klugerman and Plaxton envisioned [13]:

“In view of the fact that every smoothing network produced thus far has incorporated a sorting network as a primary component, it would be interesting to bound the depth complexity of sorting by a small constant times the depth complexity of smoothing, or to construct a small-depth smoothing network that makes no use of sorting networks.”

In this work, we shall present a smoothing network that employs randomization. As we shall explain, the smoothing network we shall present comes as close as possible to the second vision of Klugerman and Plaxton [13] while simultaneously providing additional benefits.

We present a very simple, randomized, $O(\lg w)$-depth 2-smoothing network which meets all four desiderata. The network is the cascade of a reasonably small number of copies of the very simple block network introduced in [6] and used in many constructions of smoothing and counting networks (such as the periodic counting network [4]); for example, the required number of copies is no more than 323 for $w \geq 2^{12}$ and no more than 102 for $w \geq 2^{30}$. Since it has been observed in [14, Section 4.4] that the block network is topologically equivalent to the popular cube-connected-cycles network [16], we shall often refer to the latter in our discussion.

The network uses randomized initialization, where each balancer is oriented either top or bottom independently and uniformly at random in some local initialization phase; so desideratum (4) is met. Since the block network is very simple (and, in particular, it makes no use of the AKS sorting network), desideratum (3) is also met. The block network has depth (exactly) $\lg w$, so that desideratum (2) is also met. Finally, we recall a recent improbability result due to Mavronicolas and Sauerwald [14, Theorem 7.1 and Corollary 7.2], implying that there is no $O(\lg w)$-depth, randomized 1-smoothing network with constant probability. This implies that $K = 2$ is the optimal smoothness one could hope for when restricted to randomized networks guaranteeing smoothness with probability no smaller than constant; hence, desideratum (1) is met.

Klugerman and Plaxton [13, Section 4.3] present an explicit construction of a 2-counter: a network guaranteeing that its output will have the step property [4] when its input is 2-smooth. (Formally, a balancing network $B_w$ is a 2-counter if the assumption that its input vector $x$ is 2-smooth implies that its output vector $y$ is step; for any pair of indices $0 \leq i < j \leq w - 1$, $0 \leq y_i - y_j \leq 1$; so, a 2-counter is a conditional version of a counting network [4].) The 2-counter of Klugerman and Plaxton [13] is deterministic and it achieves depth $\Theta(\lg w)$ and uses the AKS sorting network [3] as a building block. Now, the cascade of the (randomized) 2-smoothing network from this paper and the 2-counter from [13] yields a randomized counting network which achieves depth $\Theta(\lg w)$ and uses the AKS sorting network. This complements nicely the existence result of a counting network with $\Theta(\lg w)$ depth from Klugerman and Plaxton [13]; they provided a random construction (implying the existence of a deterministic network), which was later derandomized by Klugerman [12], thus yielding an explicit construction of a deterministic counting network with these properties. We feel that the cascade of our randomized 2-smoothing network with the 2-counter from [13] provides a much simpler and transparent, explicit construction of a small-depth counting network, albeit randomized, than the ones in [12, 13].

In the reverse direction, the $\Theta(\lg w)$-depth, 2-smoothing network constructed in this work offers a revival to the first vision of Klugerman and Plaxton [13]: now, a way to construct a (randomized) $\Theta(\lg w)$-depth sorting network improving on the AKS sorting network (in terms of the hidden constants) is to bound the depth complexity of sorting by a small constant times the depth complexity of 2-smoothing (and then use the $\Theta(\lg w)$-depth 2-smoothing network from this paper).

Our analysis uses (in Section 3) the following two ingredients.

- We use the notion of maximum-survive (minimum-survive, resp.) path as a variant of a similar one introduced recently in [7]. Roughly speaking, a maximum-survive (resp., minimum-survive) path traverses a network starting from an input wire; it continues layer by layer as long as the maximum (resp., minimum) number of input tokens is not “destroyed” due to meeting at some balancer with an input wire carrying a sufficiently smaller (resp., larger) number of tokens. See Definition 3.1 (resp., Definition 3.2) for the formal details. Basic combinatorial properties of maximum-survive and minimum-survive paths are stated in Observation 3.5.

The use of maximum- and minimum-survive paths is essential for our analysis, since one block network may not be alone sufficient to reduce the smoothness of its input tokens by 1. However, we shall prove that after each block network, the number of indices in the vector of input tokens that have the maximum (or minimum) number of tokens decreases significantly as tokens proceed to traverse the layers. This implies that after sufficiently many block networks, the smoothness does decrease by one.

- To prove that at each such maximum-survive (resp., minimum-survive) path, the maximum (resp., minimum) number of input tokens is “destroyed” at a certain layer, we first present an improvement of the so-called Concentration-to-Average-Lemma [14, Lemma 6.2]. This technical claim concerns the probability that some well-determined subnetwork of the cube-connected-cycles network receives tokens whose average number (for the particular subnetwork) is within a small fraction (precisely, $\frac{1}{2}$) of the average number of tokens with respect to the entire network. The precise improvement is recorded in Lemma 4.1.

We then continue to derive a new deviation inequality (Lemma 4.2), establishing that with reasonable probability, the survive-maximum (resp., survive-minimum) path will eventually terminate. Deviation inequalities of this kind, which were previously employed in [7, 8, 14], were essentially based on Hoeffding’s Bound [10]. However, for small deviations as the ones required for eventually establishing a smoothness of 2, such deviation inequalities may only provide trivial bounds:
namely, an upper bound on the probability which is larger than 1.

The main result is established as a simple consequence of Lemma 5.2. In more detail, this establishes that the cascade of a reasonably small number of copies of the cube-connected-cycles network suffices to reduce the smoothness by 1 (Proposition 5.1). Repeating this cascading over and over yields eventually a smoothness of 2 (with high probability).

The randomized $O(\log w)$-depth smoothing network we are presenting is the first known network that simultaneously meets all four desiderata for smoothing networks. A summary of all known results on smoothing networks with constant smoothness appears in Table 1; this is based on [14, Table 1], which is extended to incorporate the present result and a recent related result from [7].

Very recently, Friedrich and Sauerwald [7] identify a large class of smoothing networks with constant smoothness. Specifically, they prove any expander graph with $w$ vertices induces a smoothing network with depth $\Theta(\log w (\log \log w)\gamma)$ that guarantees constant smoothness (but no less than 10) with high probability, provided that the smoothness of the input vector is polynomial in $w$. This result is orthogonal to the result presented in this paper: while it is more general in applying to all expanders, our result provides an optimal constant (2) for smoothness and optimal $\Theta(\log w)$-depth for a specific network (namely, the cascade of some copies of the block network). Moreover, for our result, no assumption on the initial smoothness is made.

The simple randomized two-blocks network from [14, Section 6] achieves smoothness of 17. We consider that the improvement from 17 to 2 is major, especially because smoothness of 2 is optimal due to the improbability result from [14, Section 7]. Even more so, our network is the first network with smoothness 2 that does not rely on global initialization. An earlier construction of a 2-smoothing network by Aiello et al. [2, Theorem 3.1] relies (partially) on global initialization, and so it fails to meet desideratum (3); furthermore, it uses a less simple construction involving the butterfly network and the bitonic network due to Batcher [5], while our construction is much more simple and transparent. Finally, we remark that there is known 1-smoothing networks requiring global initialization, which either have $\Theta(\log^2 w)$ depth [4] or use the AKS sorting network [3] to achieve depth $\Theta(\log w)$ [12, 13].

2. PRELIMINARIES AND NOTATION

Our presentation follows closely the one in [14, Sections 2 & 3]. All logarithms are to the base 2. Given a fixed (power of two) integer $w = 2^k$, we identify each integer $i$ with $0 \leq i \leq w - 1$ with its binary representation $i = 1^k \ldots 1^k$. Moreover, for any integer $j \geq 1$, we define $[j] = \{0, \ldots, j - 1\}$. For a vector $x$ with $w$ entries, denote $x_{\min} := \min_{i \in [w]} x_i$ and $x_{\max} := \max_{i \in [w]} x_i$; $x$ is $\gamma$-smooth if $x_{\max} - x_{\min} \leq \gamma$.

For a random variable $v$, we shall denote as $\mathbb{E}[v]$ the expectation of $v$. In some later proofs, we shall use the Union Bound, Markov’s Inequality and an elementary rule about conditional expectations.

**Lemma 2.1 (Union Bound).** For a finite sequence of events $E_1, E_2, \ldots$, $\mathbb{P}[\bigvee_{i \geq 1} E_i] \leq \sum_{i \geq 1} \mathbb{P}[E_i]$.

**Lemma 2.2 (Markov’s Inequality).** Let $v$ be a non-negative random variable. Then for any number $c > 0$, $\mathbb{P}[v \geq c \cdot \mathbb{E}[v]] \leq \frac{1}{c^2}$.

**Lemma 2.3.** Let $v$ be a random-variable, and let $C_1, C_2, \ldots$ be a countable set of events such that $\mathbb{P}[\bigcup_{i=1}^{\infty} C_i] = 1$. Then, $\mathbb{E}[v] = \sum_{i=1}^{\infty} \mathbb{P}[C_i] \cdot \mathbb{E}[v \mid C_i]$.

3. SMOOTHING NETWORKS

Roughly speaking, a smoothing (balancing) network [4] is a collection of interconnected balancers. A balancer [4] is an asynchronous switch with two input wires and two output wires denoted as $i_1(b)$ and $i_2(b)$. Each balancer is always in one of two states, top or bottom. During an initialization phase, each balancer is oriented either top or bottom. After the initialization, a stream of tokens enters the network at the input wires in an arbitrary way. The tokens propagate through the network by following the orientation of the balancers; each time a token passes through a balancer, the balancer instantaneously changes its orientation. This guarantees a fair distribution on the balancer’s output wires if the number of arriving tokens is even. However, if the number is odd, an excess token arises which is forwarded to the output wire the balancer is oriented to. For a balancer $b$, we shall write $i_1(b) \sim i_2(b)$ exactly when the excess token (if any) is forwarded to its top output wire $i_1(b)$, and $i_1(b) \not\sim i_2(b)$ otherwise.

A balancing network $B_w$ [4] is an acyclic network of balancers, where output wires of balancers are connected to input wires of (other) balancers. The input wires $0, 1, \ldots, w - 1$ may not be connected from any output wires; the output wires 0, 1, \ldots, $w - 1$ may not be connected to any input wires. So, we shall consider a balancing network $B_w$ with the same number $w$ of input and output wires, called the network’s width. By the assumption of acyclicity, each balancer is assigned a unique integer called layer, which is the length of the longest path from an input wire to that balancer. The depth, denoted as $d(B_w)$, is the maximum layer in the network. We denote by $B_w \setminus \{l_1, l_2\}$ the restriction of $B_w$ to the layers $l_1 + 1, \ldots, d(B_w) - l_2$.

We shall always consider a balancing network in a quiescent state where all tokens have exited. For any balancer $b$, denote as $x_1$ and $x_2$ the numbers of tokens entering the input wires $i_1(b)$ and $i_2(b)$, respectively, of $b$. Denote as $y_1$ and $y_2$ the number of tokens exiting through the output wires $i_1(b)$ and $i_2(b)$, respectively, of $b$. If reference to $b$ is necessary, we shall also write $x_1(b)$, $x_2(b)$, $y_1(b)$ and $y_2(b)$. If $b$ is oriented top (resp., bottom), then $y_1 = \left\lfloor \frac{x_1}{2} \right\rfloor$ and $y_2 = \left\lfloor \frac{x_2}{2} \right\rfloor$ (resp., $y_1 = \left\lceil \frac{x_1}{2} \right\rceil$ and $y_2 = \left\lceil \frac{x_2}{2} \right\rceil$).

There are three natural ways of choosing an orientation for each balancer. The first is to allow each balancer to be oriented arbitrarily, which was considered in [9]. A second way is to consider a global orientation [4], where each balancer must be oriented in some certain way (for example, all balancers must be oriented top). In this work, we consider random orientation, where each balancer chooses its orientation uniformly and independently at random [2, 7, 8, 14].

A path $\pi = (i_1, i_2, \ldots, i_r)$ is a sequence of interconnected wires from layer 1 to layer $\ell$, $1 \leq \ell \leq d(B_w)$, so, for each layer $\ell$ with $1 \leq r \leq \ell - 1$, $i_r$ is connected to a balancer in layer $r$ which has $i_{r+1}$ as one of its two output wires.
Table 1: Summary of results about smoothing networks with constant smoothness. D and R stand for deterministic (that is, globally initialized) and randomized balancers, respectively; D/R stands for a combination of deterministic and randomized balancers. GI stands for global initialization; the corresponding column indicates whether GI is required or not. AKS stands for the sorting network of Ajtai, Komlós and Szemerédi [3]; the corresponding column indicates whether the smoothing network uses the AKS network or not as a block in the construction. KP stands for Klugerman and Plaxton [12, 13]. The result of [7] requires additionally a smoothness of $O(\text{poly}(w))$ of the input vector.

<table>
<thead>
<tr>
<th>Network</th>
<th>Depth</th>
<th>Type</th>
<th>GI</th>
<th>Smoothness</th>
<th>AKS</th>
<th>With Probability</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitonic</td>
<td>$\theta(\lg^2 w)$</td>
<td>D</td>
<td>✓</td>
<td>1</td>
<td>X</td>
<td>Not applicable</td>
<td>[4, Theorem 3.6]</td>
</tr>
<tr>
<td>Periodic</td>
<td>$\theta(\lg^2 w)$</td>
<td>D</td>
<td>✓</td>
<td>1</td>
<td>X</td>
<td>Not applicable</td>
<td>[4, Theorem 4.4]</td>
</tr>
<tr>
<td>KP</td>
<td>$\theta(\lg w)$</td>
<td>D</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Not applicable</td>
<td>[13, Theorem 5.2]</td>
</tr>
<tr>
<td>r-Butterfly</td>
<td>$(1 + o(1)) \lg w$</td>
<td>D/R</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$\geq 1 - \frac{1}{\lg^3 w}$</td>
<td>[2, Theorem 3.1]</td>
</tr>
<tr>
<td>Two Blocks</td>
<td>$2 \lg w$</td>
<td>R</td>
<td>X</td>
<td>17</td>
<td>$\geq 1 - 2^{\frac{4 \lg \lg w - 39}{w}}$</td>
<td>[14, Theorem 6.1]</td>
<td></td>
</tr>
<tr>
<td>Any</td>
<td>4</td>
<td>R</td>
<td>X</td>
<td>1</td>
<td>$\leq \frac{d}{w}$</td>
<td>[14, Theorem 7.1]</td>
<td></td>
</tr>
<tr>
<td>Expander</td>
<td>$O(\lg w (\lg \lg w)^3)$</td>
<td>R</td>
<td>X</td>
<td>$\mathcal{O}(1)$</td>
<td>$\geq 1 - \mathcal{O}(\frac{1}{w})$</td>
<td>[7, Theorem 5.19]</td>
<td></td>
</tr>
<tr>
<td>449 Blocks</td>
<td>449 lg w</td>
<td>R</td>
<td>X</td>
<td>2</td>
<td>$\geq 1 - \mathcal{O}(\frac{\lg \lg w}{w})$</td>
<td>Theorem 5.5</td>
<td></td>
</tr>
</tbody>
</table>

Each wire $i_j$ with $1 < r \leq \ell$, let $b_r$ be the balancer in layer $r$ which has input wire $i_j$. Then, $x_r$ is the number of tokens at the input wire to $b_r$ which is connected to the output wire $i_{r-1}$ of the previous layer; $\bar{x}_i$ is defined as the other input to $b_r$. For layers $1 \leq i \leq 2$, $\Pi_{w[i_1, i_2]}$ denotes the set of all possible paths from a wire $j_0$ in layer 1 to any wire in layer 2.

A balancer $b$ in layer $\ell$ depends on balancer $b'$ in layer $\ell' \leq \ell$ if there is a path from an output wire of $b'$ to an input wire of $b$; by convention, the balancer $b$ depends trivially on itself. Dependencies among wires are defined in the same way. Two balancers $b_1$ and $b_2$ in layer $\ell$ are independent, if there is no balancer $b$ in an earlier layer on which both $b_1$ and $b_2$ depend. More specifically, two balancers $b_1$ and $b_2$ are independent up to layer $\ell' \leq \ell$ if there is no balancer $b$ in a layer between $\ell'$ and $\ell$ on which both depend. The dependency set of a balancer $b$ in layer $\ell$ is the set of all balancers in previous layers on which $b$ depends. Dependency sets of wires (up to layers $\ell' \leq \ell$) are defined in the same way.

A randomized balancing network [2, 8] or randomized network for short, is a balancing network with a random orientation. So, each balancer is initialized to each of the $w$ wires (up to layers in previous layers on which $b$ depends). Theorem 5.5 states (and proved) for the block network $\mathbb{B}_{\ell_1, \ell_2}$ of $\mathbb{B}_{\ell_1}$.

To this end, we associate to each balancer $b$ a random variable $r_b$ taking values $\frac{1}{2}$ and $-\frac{1}{2}$ with equal probability ([8]). Clearly, $\mathbb{E}[r_b] = 0$.

Define also $\chi_b = \text{Odd}(x_b) \cdot r_b$ ([8]). Then, the number of tokens at the two output wires $y_1$ and $y_2$ can be expressed as $y_1 = \frac{1}{2} x_b + \text{Odd}(x_b) \cdot r_b$ and $y_2 = \frac{1}{2} x_b - \text{Odd}(x_b) \cdot r_b$.

Fixing an input vector $x$ to a randomized balancing network induces a probability measure $\mathbb{P}$ on associated events. In particular, it induces for each layer $\ell$ with $1 \leq \ell \leq \ell'_w$ a random vector $y(\ell)$; $y(i)$ is determined by $i$ (the random) input vector $x(\ell)$ and (ii) the random variables $r_b$ corresponding to the orientation of the balancers in layer $\ell$.

Write $y = y(d(B_w))$ to denote the (random) output vector of $B_w$; hence, $B_w(x) = y$.

For some integer $\gamma \geq 1$, say that $B_w$ is a $\gamma$-smoothing network with probability $\delta$ [2, 8], where $0 \leq \delta \leq 1$, if for each input vector $x$, $\mathbb{P}[B_w(x) = \text{Odd}(x)] \geq \gamma$; that is, the probability that for each pair of output wires $j, k \in [w]$, $|y_j - y_k| \leq \gamma$ is at least $\delta$.

Henceforth, denote as $\mathbb{C}B_w$ the cube-connected-cycles network [16] of width $w$ (where $w$ is a power of 2) which consists of $\lg w$ layers. In each layer $\ell$ with $1 \leq \ell \leq \lg w$, for each wire $u \in \{0, 1\}^{\lg w}$, there is a balancer $b$ connecting wire $u$ and wire $u(\ell)$, where $u(\ell)$ denotes the wire obtained by flipping the $\ell$-th bit of $u$. See Figure 1 for an illustration.

![Figure 1: The CCC_{16} network.](image)

We denote by $\mathbb{C}B^2_w$, the sequential cascade of two $\mathbb{C}B_w$ networks. We recall:

**Lemma 3.1** ([14, Lemma 4.4]). Fix a pair of integers $\ell_1$ and $\ell_2$ with $\ell_1 + \ell_2 < \lg w$, and a corresponding pair of binary strings $l_1 \in \{0, 1\}^{\ell_1}$ and $l_2 \in \{0, 1\}^{\ell_2}$. Then, the network $\mathbb{C}B_w \setminus \{l_1, l_2\}$ restricted to the set of wires $\{l_1, l_2\} \cup \{w : u \in \{0, 1\}^{\ell_1 + \ell_2} \}$ is a cube-connected-cycles network $\mathbb{C}C_{\lg w - \ell_1 - \ell_2}$.

The cube-connected-cycles network $\mathbb{C}B_w$ is topologically equivalent to the block network $\mathbb{B}_{\ell_1, \ell_2}$ (cf. [14, Section 4.3] for more details). This allows us to apply previous results stated (and proved) for the Block_{w} network to the $\mathbb{C}B_w$ network.

By symmetry, all random variables $y_j$ with $j \in [w]$ are identically distributed (cf. [8, proof of Theorem 10]). In particular, for each output wire $j \in [w]$ of $\mathbb{C}B_w$: $y_j = \sum x + \sum_{\ell=1}^{\ell_2} \sum_{b \in B_{\ell}} \chi_b$ and $\mathbb{E}[y_j] = 0$. We will use the following lemma, which is an immediate consequence of the disjointness among dependency sets:
**Lemma 3.2** (cf. [14, Lemma 3.3]). Fix an input vector $x$ to a $\text{CCC}_w$ network. Consider any path $\pi = (i_1, \ldots, i_\ell)$ from layer 1 to $\ell$. Let $\lambda_1, \ldots, \lambda_\ell$ and $\tau_1, \ldots, \tau_\ell$ be a collection of $2\ell$ arbitrary, fixed integers. Then, $P[\tilde{x}_{\tau_1} = \tau_1 | (\lambda_{n-1}\tilde{x}_{\tau_{n-1}} = \lambda_{n-1}) \land \cdots \land \lambda_1\tilde{x}_{\tau_1} = \tau_1].$

So, roughly speaking, the claim asserts that $\tilde{x}_{\tau_i}$ is independent of any events associated to all previous inputs to the path; note, however, that $x_{\tau_i}$ and $x_{\tau_{i+1}}$ could be dependent. We shall use the following previous results:

**Theorem 3.3** ([14, Thm. 5.1]). The $\text{CCC}_w$ network is a $(\lceil \log \log w \rceil + 3)$-smoothing network with probability at least $1 - \frac{1}{w}$.

**Theorem 3.4** ([14, Thm. 6.7]). The $\text{CCC}_w$ network is a 17-smoothing network with probability at least $1 - 2 \cdot 2^{\log \log w - 30}$.

We now define certain paths in a network that can be seen as maximal trajectories of the maximum number and minimum number of tokens on the network's input wires, respectively. The next definition is a variant of one from [7].

**Definition 3.1.** Let $B_w$ be a smoothing network. For each wire $j_1 \in [w]$ in layer 1 with $x_{j_1}(1) = x_{\max}(1)$, a maximum-survive path $\pi_{\max}^{j_1}$ is defined by induction:

- For the basis case where $\ell = 1$, $\pi_{\max}^{j_1} := (j_1)$.
- Assume $\pi_{\max}^{j_1}$ = $(j_1, j_2, \ldots, j_t)$ is a maximum-survive path from layer 1 to layer $t$. For the induction step, consider layer $t + 1$.
  - If $\tilde{x}_{j_t} = x_{\max}(1) - 1$, then $j_{t+1} := \left\{ j_t, \text{ if } j_t \overset{b}{\Rightarrow} j_t(1), \right. \left. j_t(1), \text{ if } j_t \overset{b}{\Leftarrow} j_t(1) \right\}.
  - If $\tilde{x}_{j_t} = x_{\max}(1)$, then $j_{t+1} := j_t$.
  - Otherwise, the path $\pi_{\max}^{j_1}$ terminates at layer $t$ (with length $|\pi_{\max}^{j_1}| = t$).

An illustration of the definition for the $\text{CCC}_w$ network is given in Figure 2. We continue to define:

**Definition 3.2.** Let $B_w$ be a smoothing network. For each wire $j_1 \in [w]$ in layer 1 with $x_{j_1}(1) = x_{\min}(1)$, a minimum-survive path $\pi_{\min}^{j_1}$ is defined by induction:

- For the basis case where $\ell = 1$, $\pi_{\min}^{j_1} := (j_1)$.
- Assume $\pi_{\min}^{j_1}$ = $(j_1, j_2, \ldots, j_t)$ is a minimum-survive path from layer 1 to layer $t$. For the induction step, consider layer $t + 1$.
  - If $\tilde{x}_{j_t} = x_{\min}(1) + 1$, then $j_{t+1} := \left\{ j_t, \text{ if } j_t \overset{b}{\Rightarrow} j_t(1), \right. \left. j_t(1), \text{ if } j_t \overset{b}{\Leftarrow} j_t(1) \right\}.
  - If $\tilde{x}_{j_t} = x_{\min}(1)$, then $j_{t+1} := j_t$.
  - Otherwise, the path $\pi_{\min}^{j_1}$ terminates at layer $t$ (with length $|\pi_{\min}^{j_1}| = t$).

So, a path $\pi_{\max}^{j_1}$ (resp., $\pi_{\min}^{j_1}$) is a sequence of wires which receive the maximum (resp., minimum) number of tokens; the maximum (resp., minimum) is with respect to the input vector to the first layer. If the last input wire of the path is connected to a balancer which receives less than $x_{\max}(1) - 1$ (resp., more than $x_{\min}(1) + 1$) tokens, the path terminates; this happens because, by definition of a balancer both outputs of a balancer will then be less than $x_{\max}(1)$ (resp., more than $x_{\min}(1)$). Moreover, we define:

**Definition 3.3.** Let $B_w$ be a smoothing network. For any layer $\ell$ with $1 \leq \ell \leq d(B_w)$, define

$$|\Pi_{\max}^{\ell}(\ell)| := \left\{ i \in [w]: |\pi_{\max}^{j_1}(1)| > \ell \right\},$$

and

$$|\Pi_{\min}^{\ell}(\ell)| := \left\{ i \in [w]: |\pi_{\min}^{j_1}(1)| > \ell \right\}.$$
Consider a balancer
that maximizes survival paths on the right side and minimizes survival paths on the left side. Let us fix a layer \( u \) and consider the following conditional concentration property.

**Lemma 4.1 (Concentration-to-Average Lemma).** Consider the randomized CCC\(_n\) network. Fix an input vector \( x \) and a layer \( \ell \) with \( 1 \leq \ell \leq \lg w + 1 \), an integer \( \zeta \) with \( 6 \leq \zeta \leq \lg w - \lfloor \lg \lg w \rfloor + \ell + 1 \), and a pair of binary strings \( u_1 \in \{0, 1\}^{\ell - 1} \) and \( u_2 \in \{0, 1\}^{\lfloor \lg \lg w \rfloor + \ell - \zeta + 1} \). Fix an input vector \( x \) such that the event \( \mathcal{E}(x, \ell) \) is satisfied. Consider a balancer \( b \) in layer \( \ell \) with input wires \( i = u_1 u_2 \) and \( \ell(b) \), for some binary string \( \tilde{u} \in \{0, 1\}^{\lfloor \lg \lg w \rfloor + \zeta} \). Then, for any integer \( \delta < x_{\min}(\ell) \),

\[
\mathbb{P}[x(b) \geq \delta] \leq \frac{\sum_x \# x - x_{\min}(\ell)}{\delta - x_{\min}(\ell)} + \frac{1}{\delta},
\]

and for any integer \( \delta < x_{\max}(\ell) \),

\[
\mathbb{P}[x(b) \leq \delta] \leq \frac{\sum_x \# x - \delta}{x_{\max}(\ell) - \delta} + \frac{1}{\delta - \zeta}.
\]

**Proof.** First observe that \( x(b) \) is connected to the output of a CCC subnetwork of depth \( \lfloor \lg \lg w \rfloor + \zeta \) with input wires \( \{ u_1 u_2 \mid u \in \{0, 1\}^{\lfloor \lg \lg w \rfloor + \zeta} \} \), and hence

\[
\mathbb{E}\left[ x(b) - \frac{\sum\{ u_1 u_2 \mid u \in \{0, 1\}^{\lfloor \lg \lg w \rfloor + \zeta} \} \mathbf{1}_{x} \right] = 0.
\]

Using that \( x \) satisfies \( \mathcal{E}(x, \ell) \) and linearity of expectations, we obtain that

\[
\mathbb{E}\left[ x(b) - \frac{\sum\{ u_1 u_2 \mid u \in \{0, 1\}^{\lfloor \lg \lg w \rfloor + \zeta} \} \mathbf{1}_{x} \right] \geq \frac{\sum_x \# x - x_{\min}(\ell)}{2^{\lfloor \lg \lg w \rfloor + \zeta}}.
\]

Clearly,

\[
\sum_{k=x_{\min}(\ell)}^{x_{\max}(\ell)} k \cdot \mathbb{P}[x(b) = k] + \frac{\sum_x \# x - x_{\min}(\ell)}{2^{\lfloor \lg \lg w \rfloor + \zeta}} - \frac{1}{\delta - \zeta}.
\]

Combining this inequality with the equality above yields

\[
\mathbb{E}\left[ x(b) - \frac{\sum\{ u_1 u_2 \mid u \in \{0, 1\}^{\lfloor \lg \lg w \rfloor + \zeta} \} \mathbf{1}_{x} \right] \geq \frac{\sum_x \# x - x_{\min}(\ell)}{2^{\lfloor \lg \lg w \rfloor + \zeta}}.
\]
Rearranging gives \( P [ x(b) \geq \delta] \leq \frac{\sum_{x} x \cdot \min(x) + \frac{1}{2}}{\sum_{x} x \cdot \min(x)} \), as needed. The second claim is established by identical arguments. \( \square \)

The proof used an elementary argument based on the expectation of \( x(b) \); this argument is essential since claims based on Hoeffding bound (as those used in \([7, 8]\) and \([14, Lemma 4.3, Lemma 4.7]\)) could only yield a probability larger than 1 for very small \( \delta \). However, as it will turn out in the proof of Lemma 5.2, Lemma 4.2 still gives non-trivial bounds for \( \delta \) very close to \( \sum_{x} x \).}

5. MAIN RESULT

We first prove:

**Proposition 5.1 (Smoothness Reduction Lemma).** Fix an integer \( \gamma \geq 3 \). Consider the cascade of

\[
1 + \left( \frac{\lg 2}{\lg (\gamma - 1)} \right) \cdot \left( \frac{2 \lg w}{\lg w - \lg \lg w - 6} \right)
\]

CCC_w networks. Assume that the input vector \( x \) is \( \gamma \)-smooth. Then, the output vector \( y \) is \((\gamma - 1)\)-smooth with probability at least \( 1 - \frac{2}{w} \).

**Proof.** We start with a technical claim:

**Lemma 5.2.** Fix an arbitrary integer \( \gamma \geq 3 \). Consider a CCC_w network with an input vector \( x \) which is \( \gamma \)-smooth and satisfies \( \mathcal{E}(x, 1) \). Then, for any pair of a wire \( j_1 \in [w] \), and a layer \( \ell \) with \( \lceil \lg \lg w \rceil + 7 \leq \ell \leq \lg \lg w \) it holds that

\[
P \left[ \pi_{j_1}^{\min} > \ell \right] \leq \left( \frac{\sum_{x} x \cdot \min(x) + \frac{1}{2}}{\gamma - 1} \right)^{\ell - [\lg \lg w] - 6}
\]

and

\[
P \left[ \pi_{j_1}^{\max} > \ell \right] \leq \left( \frac{\max(1) - \frac{\sum_{x} x \cdot \min(x) + \frac{1}{2}}{\gamma - 1}}{\gamma - 1} \right)^{\ell - [\lg \lg w] - 6}
\]

**Proof.** We start with the first claim. We may assume that \( x_{\max}(1) - x_{\min}(1) = \gamma \); otherwise, the claim holds trivially, as in this case \( x(1) \) is already \((\gamma - 1)\)-smooth. To shorten the notation, we define \( \pi := \pi_{j_1}^{\min} \); recall that \( \pi \) is a random path depending on the load vector \( x(1) \) and the balancers' orientation. Clearly,

\[
P \left[ |\pi| > \ell \right] = \prod_{r=\lceil \lg \lg w \rceil + 7}^{\ell} \left( \frac{1}{P[|\pi| \geq r]} \cdot \sum_{\pi \in \Pi_{j_1}(1,r)} \left( P[|\pi| > r \mid \pi \subseteq \pi] \cdot P[|\pi| \geq r] \right) \right).
\]

Recall that \( \Pi_{j_1}(1,r) \) is the set of all paths from wire \( j_1 \) in layer 1 to any wire in layer \( r \). For a specific path \( \pi \in \Pi_{j_1}(1,r) \), we write \( \pi \subseteq \pi \) to denote event that the (random path) \( \pi \) coincides with the (specific) path \( \pi \) on the layers 1 to \( r \). It follows by the law of Conditional Probabilities that

\[
P \left[ |\pi| > r \land |\pi| \geq r \right] = \sum_{\pi \in \Pi_{j_1}(1,r)} P \left[ |\pi| > r \mid \pi \subseteq \pi \right] P \left[ |\pi| \geq r \right] = \begin{cases} \frac{1}{P[|\pi| \geq r]} \cdot \sum_{\pi \in \Pi_{j_1}(1,r)} \left( P[|\pi| > r \mid \pi \subseteq \pi] \cdot P[|\pi| \geq r] \right), & \text{if } r = 1 \land |x_{\max}(1)| + 1 \leq \gamma - 1, \\ \frac{1}{P[|\pi| \geq r]} \cdot \sum_{\pi \in \Pi_{j_1}(1,r)} \left( P[|\pi| > r \mid \pi \subseteq \pi] \cdot P[|\pi| \geq r] \right), & \text{otherwise}. \end{cases}
\]

By definition, the event \( \pi \subseteq \pi \) implies \(|\pi| \geq r \) and hence

\[
P \left[ |\pi| > r \mid \pi \subseteq \pi \right] = P \left[ |\pi| > \max(1) - 1 \right] \leq \frac{\sum_{x} x \cdot \min(x) + \frac{1}{2}}{\max(1) - 1 - x_{\min}(1) = \frac{\sum_{x} x \cdot \min(x) + \frac{1}{2}}{\gamma - 1} \}
\]

Hence, it follows that

\[
P \left[ |\pi| > r \right] = \prod_{r=\lceil \lg \lg w \rceil + 7}^{\ell} \left( \frac{1}{P[|\pi| \geq r]} \cdot \sum_{\pi \in \Pi_{j_1}(1,r)} \left( P[|\pi| > r \mid \pi \subseteq \pi] \cdot P[|\pi| \geq r] \right) \right).\]

\[
\leq \left( \frac{\sum_{x} x \cdot \min(x) + \frac{1}{2}}{\gamma - 1} \right)^{\ell - [\lg \lg w] - 6}
\]

which immediately implies that

\[
P \left[ |\pi| > \ell \right] \leq \left( \frac{\sum_{x} x \cdot \min(x) + \frac{1}{2}}{\gamma - 1} \right)^{\ell - [\lg \lg w] - 6}.
\]
Using identical arguments, we prove the second claim. □

Consider now the cascade of
\[
1 + \left( \left( \frac{\log 2}{\log \left( \frac{\gamma - 1}{\gamma + 1} \right)} \right) \cdot \left( \frac{2 \log w}{\log w - \left\lfloor \log \log w \right\rfloor - 6} \right) \right)
\]

where the last inequality is due to Lemma 4.1.

As before, we may assume that \( \max \{1, \min \{1, \gamma \} \} \leq \gamma - 1 \) and Proposition 5.1 holds trivially. Furthermore, we assume that \( \sum_{j=1}^{J} \frac{\alpha}{\gamma} \leq 1 \) and the cascade of \( \frac{\alpha}{\gamma} \leq \frac{1}{\log \gamma} \) is \( \gamma \)-smooth, as needed.

The basis case \( f = 1 \) holds trivially. Assume inductively that the claim holds for \( f \leq 2 \).

For the induction step, Lemma 2.3 gives
\[
\begin{align*}
&= \sum_{j=1}^{J} P(\pi_{f+1} > f) \cdot \left( \frac{2 \log w}{\log w - \left\lfloor \log \log w \right\rfloor - 6} \right) + \frac{4(\alpha - 1)}{w^2} \\
&= \gamma \cdot \left( \frac{2 + \lg w}{\gamma - 1} \right) \left( \frac{\log w - \left\lfloor \log \log w \right\rfloor - 6}{w^2} \right) + \frac{4(\alpha - 1)}{w^2}.
\end{align*}
\]

where the second last inequality holds due to the induction hypothesis. □

For any \( 3 \leq \gamma \leq 17 \), fix now the value \( \alpha = \alpha(\gamma) := 1 + \left( \frac{\log 2}{\log \left( \frac{\gamma - 1}{\gamma + 1} \right)} \right) \cdot \left( \frac{2 \log w}{\log w - \left\lfloor \log \log w \right\rfloor - 6} \right) \). We observe:

**Observation 5.4.** For any \( w \geq 2^{12} \) and any \( \gamma \geq 3 \), it holds that \( 4(\alpha - 1) \leq w \).

By the choice of \( \alpha \) and Lemma 5.3,
\[
\begin{align*}
&= \sum_{j=1}^{J} P(\pi_{f+1} > f) \cdot \left( \frac{2 \log w}{\log w - \left\lfloor \log \log w \right\rfloor - 6} \right) + \frac{4(\alpha - 1)}{w^2} \\
&= \gamma \cdot \left( \frac{2 + \lg w}{\gamma - 1} \right) \left( \frac{\log w - \left\lfloor \log \log w \right\rfloor - 6}{w^2} \right) + \frac{4(\alpha - 1)}{w^2}.
\end{align*}
\]

where the last inequality is due to Observation 5.4. Since \( \max \{1, \alpha(\log w + 1) \} \) is an integer random variable, Markov's inequality (Lemma 2.2) implies \( P(\pi_{f+1} > f) > 0 \leq \frac{1}{4} \). By Observation 3.5, \( \left\lfloor \log \log w \right\rfloor - 6 = 0 \) implies that the output vector \( y(\alpha \log w + 1) \) is \( (\gamma - 1) \)-smooth, as needed. □

**Theorem 5.5.** Fix a value \( w \geq 2^{12} \). Then the cascade of
\[
\begin{align*}
&= \sum_{j=1}^{J} P(\pi_{f+1} > f) \cdot \left( \frac{2 \log w}{\log w - \left\lfloor \log \log w \right\rfloor - 6} \right) + \frac{4(\alpha - 1)}{w^2}.
\end{align*}
\]

where the second last inequality holds due to the induction hypothesis.

We are now ready to prove:
CCC networks is a k-smoothing network with probability at least \(1 - 2(17 - k)w^{-1} - \max\{4w^{-3}, 2\frac{4\lg w - 39}{w}\}\). For the basis case where \(k = 17\), we distinguish between two cases on \(w\).

First assume that \(w \leq 2^{13}\). By Theorem 3.3, a single CCC network is a \((\lfloor\lg w\rfloor + 3)\)-smoothing network with probability at least \(1 - 4w^{-3}\). Observe that by assumption on \(w\), \([\lg w]\) is \(\geq 4\).

For the induction step, consider the cascade of \(2 + 17\) CCC networks. By induction hypothesis, we obtain that the cascade of \(2 + \sum_{k=1}^{17} \left(\left\lfloor\frac{\gamma - 1}{2}\right\rfloor + 1\right)\cdot \left(\frac{2\lg w}{\lg w - \lfloor\lg w\rfloor - 6}\right)\) CCC networks is a \(k\)-smoothing network with probability at least \(1 - 2(17 - k)w^{-1} - \max\{4w^{-3}, 2\frac{4\lg w - 39}{w}\}\). By an application of Proposition 5.1, it follows that the cascade of \(1 + \left(\left\lfloor\frac{\gamma - 1}{2}\right\rfloor + 1\right)\cdot \left(\frac{2\lg w}{\lg w - \lfloor\lg w\rfloor - 6}\right)\) CCC networks reduces the smoothness from \(k\) to \(k - 1\) with probability at least \(1 - 2w^{-1}\). Hence by the Union Bound, the cascade of \(2 + \sum_{k=1}^{17} \left(\left\lfloor\frac{\gamma - 1}{2}\right\rfloor + 1\right)\cdot \left(\frac{2\lg w}{\lg w - \lfloor\lg w\rfloor - 6}\right)\) CCC networks is a \((k - 1)\)-smoothing network with probability at least \(1 - 2w^{-1} - 2(17 - k)w^{-1} - \max\{4w^{-3}, 2\frac{4\lg w - 39}{w}\}\).

For larger \(w\) and a more careful calculation, we can obtain much smaller upper bounds on the required number of CCC networks to achieve 2-smoothness (Table 2).

### Table 2: Number of required CCC networks to get a 2-smoothing network for various \(w\).

<table>
<thead>
<tr>
<th>(w)</th>
<th>2^{12}</th>
<th>2^{13}</th>
<th>2^{14}</th>
<th>2^{15}</th>
<th>2^{16}</th>
<th>2^{17}</th>
<th>2^{18}</th>
<th>2^{19}</th>
<th>2^{20}</th>
<th>2^{25}</th>
<th>2^{30}</th>
</tr>
</thead>
<tbody>
<tr>
<td># CCC_\text{w}</td>
<td>323</td>
<td>240</td>
<td>200</td>
<td>174</td>
<td>157</td>
<td>165</td>
<td>153</td>
<td>142</td>
<td>137</td>
<td>114</td>
<td>102</td>
</tr>
</tbody>
</table>

Proof. Theorem 5.5 and Observation 5.6 imply that the cascade of

\[
2 + 17 \sum_{\gamma=3}^{17} \left(\left\lfloor\frac{\gamma - 1}{2}\right\rfloor + 1\right)\cdot \left(\frac{2\lg w}{\lg w - \lfloor\lg w\rfloor - 6}\right) \leq 17 + 36 \cdot 12 = 449.
\]

CCC networks is a 2-smoothing network with probability at least \(1 - 30w^{-1} - \max\{4w^{-3}, 2\frac{4\lg w - 39}{w}\}\).

### 6. EPILOGUE

In this work we presented a simple, randomized \(\Theta(\lg w)\)-depth 2-smoothing network which meets all four desiderata on smoothing network, thus resolving a long-standing open problem dating back at least to the early work of Klugerman and Plaxton [12, 13]. Improving the constant number of required block networks remains an interesting open problem; the current record is about 150 for reasonably large \(w\).
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