Abstract—Due to the strong increase of processing units available to the end user, expressing parallelism of an algorithm is a major challenge for many researchers. Parallel applications are often expressed using a task-parallel model (task graphs), in which tasks can be executed concurrently unless they share a dependency. If these tasks can also be executed in a data-parallel fashion, e.g., by using MPI or OpenMP, then we call it a mixed-parallel programming model. Mixed-parallel applications are often modeled as directed acyclic graphs (DAGs), where nodes represent the tasks and edges represent data dependencies. To execute a mixed-parallel application efficiently, a good scheduling strategy is required to map the tasks to the available processors.

Several algorithms for the scheduling of mixed-parallel applications onto a homogeneous cluster have been proposed. MCPA (Modified CPA) has been shown to lead to efficient schedules. In this article, it is shown how MCPA can be extended to obtain a more balanced workload in situations where concurrently running tasks differ significantly in the number of operations. We also show how the allocation procedure can be tuned in order to deal not only with regular DAGs (FFT), but also with irregular ones. We also investigate the question whether additional optimizations of the mapping procedure, such as packing of allocations or backfilling, can reduce the makespan of the schedules.

I. INTRODUCTION

Expressing the potential parallelism of an algorithm in the field of scientific programming is a challenging problem. There are numerous ways to enable applications to exploit different processing units at the same time. Traditionally, two main models of parallel programming have emerged, the data-parallel model and the task-parallel model. Even though there is not always a sharp border between them, in the data-parallel model the same operation is applied in parallel to different data (SPMD), whereas in the task-parallel model different operations can be applied to the data (MPMD). Often, concurrently running tasks are executed by one processor, as in a thread model, e.g., Intel’s TBB. In the world of distributed memory machines, e.g., clusters or grids, a data-parallel model is often associated with MPI, whereas executing tasks on the grid would be considered task-parallel, e.g., by using Condor’s DAGMan. From a software engineering perspective reusing modules and tasks is essential for a rapid and robust development of applications. For this reason, workflows represent an interesting class of applications to be executed in parallel environments such as cluster systems.

In a workflow, nodes denote the tasks and the edges denote the dependencies between the tasks. If tasks of a workflow can also be executed by multiple processors, the resulting parallel model is called mixed-parallel. Thus, mixed-parallel applications (workflows) can be modeled as directed acyclic graphs (DAGs) of data-parallel tasks. Such structures arise often in scientific applications [1]. One can also think of a coordination program for scientific programming, e.g., a MATLAB program calling routines that are implement using a parallel back-end [2], [3].

It is now the challenge to schedule the DAG of tasks to the parallel platform by minimizing the resulting execution time of the entire workflow. In this work, all parallel tasks are moldable, i.e., a task can be executed by any number of processors. Thus, a scheduling algorithm has to determine the number of processors that are assigned to each task.

In this article, we focus on the scheduling of mixed-parallel applications onto homogeneous clusters, i.e., all processors are identical and are interconnected by a single high performance network. In this context, the moldable tasks are called multiprocessor tasks (M-tasks). Several algorithms for scheduling mixed-parallel application onto a homogeneous cluster have been proposed. Many of these approaches have a fairly high computational complexity, which questions their practical applicability. Due to these limitations, algorithms with a lower complexity have been published, e.g., CPA (Critical Path and Area-based scheduling) [4], or MCPA [5] (Modified CPA). Both algorithms divide the scheduling process into two independent steps, the allocation step and the mapping step. The MCPA algorithm takes special care when allocating processors to concurrent tasks to avoid a sequentialized execution of these tasks. Therefore, MCPA bounds the number of processors that can be allocated to a task, considering the total number of processors allocated all tasks of the same precedence layer.

Even though MCPA performs well for regularly shaped DAGs it may fail to achieve a small makespan as the number of concurrent tasks increases. In the worst case, there are more concurrent tasks than processors in the system, in which case the makespan of the schedules could be significantly increased.
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MCPA will not lead to an efficient schedule.

The contribution of this article is to show how the quality of two-step scheduling algorithms can be improved by using low-cost adjustments in both steps. It is demonstrated how the allocation step of MCPA can be adapted to deal with a more heterogeneous set (in terms of execution time) of concurrently executable tasks. We also analyze the impact of additional optimizations in the mapping step such as packing of allocations or conservative backfilling.

In the remainder of the paper, we first outline different scheduling algorithms that work in two steps (allocation and mapping) in Section II. Then we discuss the advantages and disadvantages of these approaches in Section III. In Section IV, we propose several low-cost improvements to MCPA and CPA. The experimental setup is described in Section V and the evaluation results are summarized in Section VI. We discuss related work in Section VII before the conclusions are drawn in Section VIII.

II. TWO-LEVEL TASK SCHEDULING IN A NUTSHELL

First, let us formally define the scheduling problem. As already introduced, a mixed-parallel application can be represented as a directed acyclic graph (DAG) $G = (V, \mathcal{E})$, where $V = \{v_i | i = 1, \ldots, V\}$ is a set of nodes that represent tasks and $\mathcal{E} = \{e_{i,j} | (i, j) \in \{1, \ldots, V\} \times \{1, \ldots, V\}\}$ is a set of edges representing the communication dependencies between tasks. On the platform side, we consider a system that is composed of $P$ identical processors interconnected by a network, so that each pair of processors can communicate. The tasks in DAG $G$ are moldable, i.e., they can be executed by more than one processor. The time to complete a task $v \in V$ using $p$ processors is defined as $T(v, p)$, $1 \leq p \leq P$.

The question is then how to schedule all tasks of the DAG to the homogeneous set of processors such that the resulting makespan is minimized. For each task there are two important decisions to make: (1) how many processors should be assigned to this task, and (2) to which subset of the idle processors should the task be mapped.

Several algorithms have been developed to solve this problem. For all other algorithms for NP-complete problems, there is always a trade-off between the accuracy of the solution and the time spent to compute it. In the case of scheduling mixed-parallel applications, the makespan can be reduced by increasing the time spent on optimizing the schedule. The so-called one-step algorithms allocate processors to tasks and perform the mapping of the allocations to the system in a single step, e.g., the algorithm iCASLB [6]. Hence, they integrate all information about the current status of the system and the DAG into the next scheduling decision. In order to reduce the complexity of M-task scheduling, two-step algorithms have been proposed. They achieve a good trade-off between the time spent to create the schedule and the quality of the resulting makespan. These algorithms decouple allocation or processors and mapping of tasks into two separate steps. Thus, in the first step, the allocation procedure determines on how many processors a task should be executed. In a second step, the algorithm computes a mapping of these allocations to the parallel platform. Compared to one-step algorithms, the main advantage of two-step algorithms is a lower computational complexity to find an appropriate solution, which makes them attractive to be used in a production environment.

III. PROPERTIES OF DIFFERENT TWO-LEVEL ALGORITHMS

This section recalls several two-level algorithms and discusses their applicability to specific use cases.

One of the best known two-level scheduling algorithms for mixed-parallel applications is CPA (Critical Path and Area-based scheduling) [4]. This algorithm mainly focuses on the allocation step, i.e., determining the size of an allocation for a given task. The basic idea of CPA is to find a good trade-off between the number of processors allocated to the tasks and the length of the critical path. The critical path $T_{CP}$ is the longest path from the source node to the target node of a DAG, i.e., the sum of the execution times of the nodes along this path. Another metric used in CPA is the term $T_A$, which is defined as $T_A = \frac{1}{P} \sum_v (T(v, p(v)) \cdot p(v))$. The time (or area) $T_A$ is a measure of how much work a processor has to do on average. Both, $T_{CP}$ and $T_A$ are theoretical lower bounds of the makespan. The allocation procedure of CPA is shown in Algorithm 1. The allocation procedure starts with allocating one processor to each task (lines 1-2). Then it selects the task on the critical path that maximizes the equation in line 5, which is the task that benefits the most from an additional processor. The allocation of the task with the greatest benefit is increased by one and the values of $T_{CP}$ and $T_A$ are updated (lines 7-8). This iterative process continues until $T_{CP}$ is smaller than $T_A$. The procedure starts with the greatest possible length of the critical path since all tasks are assigned to a single processor. By allocating more processors to a task on the critical path, the length of the critical path decreases but the size of the area covered by the tasks also increases.

This allocation procedure requires a performance model of the tasks’ execution time that is monotonically decreasing with the number of processors, i.e., a task is executed faster if it is assigned to more processors. The execution time of multiprocessor tasks is modeled using Amdahl’s law, which says that the execution time of a parallel program is composed of a sequential part and a parallel part, and only the time spent in the parallel part can be reduced. Thus, the execution time of a task $v$ on $p$ processors depends on the sequential part $\alpha$ of $v$.

<table>
<thead>
<tr>
<th>Algorithm 1</th>
<th>CPA allocation procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: for all $v \in V$ do</td>
<td></td>
</tr>
<tr>
<td>2: $p(v) \leftarrow 1$</td>
<td></td>
</tr>
<tr>
<td>3: while $T_{CP} &gt; T_A$ do</td>
<td></td>
</tr>
<tr>
<td>4: $v \leftarrow$ select a task on the critical path that maximizes</td>
<td></td>
</tr>
<tr>
<td>5: $\left( \frac{T(v, p(v))}{p(v)} - \frac{T(v, p(v)+1)}{p(v)+1} \right)$</td>
<td></td>
</tr>
<tr>
<td>6: and $prec_alloc(v) &lt; P$ // for CPA only</td>
<td></td>
</tr>
<tr>
<td>7: $p(v) \leftarrow p(v) + 1$</td>
<td></td>
</tr>
<tr>
<td>8: Update $T_A$ and $T_{CP}$</td>
<td></td>
</tr>
</tbody>
</table>
0 ≤ α ≤ 1, leading to $T(v, p) = (\alpha + \frac{1-\alpha}{p}) \cdot \tau$. The variable $\tau$ represents the sequential execution time of task $v$. So, the performance model based on Amdahl's law is monotonically decreasing with the number of processors.

In the second step, the mapping step, CPA sorts the ready tasks by decreasing priority (e.g., bottom level of a task) and schedules them using a list scheduling approach. For a selected task $v$, the first $p(v)$ processors that become idle will be assigned to this task.

Drawbacks of CPA have been highlighted in [5] and [7]. For some application and platform configurations, CPA may allow allocations to grow too big, which limits the task-parallelism and therefore the overall performance. The MCPA algorithm in [5] avoids these large allocations by preventing allocations of tasks of one precedence level to exceed the total number of processors. This improvement works well for layered or regular graphs where concurrently executable tasks have similar costs (number of operations to perform). Thus, MCPA uses the same allocation procedure as shown in Algorithm 1. Only the test in line 6 ensures that the number of processors of a layer does not exceed the number of processors of the system. So, MCPA tends to favor task-parallelism over data-parallelism.

Another algorithm that uses a similar allocation procedure is HCPA [8]. In contrast to CPA and MCPA, HCPA targets a set of homogeneous clusters (multi-cluster) as execution platform. HCPA uses another definition of the average area $T_A$ in order to stop the allocation procedure before producing large allocations. For HCPA, the average area is defined as $T_A = \min(F/p) \cdot \frac{1}{\sum_i W(v_i)}$.

An issue common to the three algorithms described above has been raised and addressed in [9]. The totally decoupled allocation and mapping procedures of two-step scheduling algorithms may cause unnecessary data redistributions. For instance, subsequent tasks may have close but different allocations (e.g., 15 and 16) that may imply a complex data redistribution that could be avoided. Moreover, because of possible contention on network links, data redistributions may delay the start time of tasks, causing the actual schedule to differ significantly from the predicted schedule. During the mapping step, the RATS algorithm can reconsider the allocations determined to minimize the impact of the data redistributions.

**IV. Low-cost improvements of MCPA**

The previous section introduced different algorithms that use two steps to schedule mixed-parallel applications. As we have seen, each of the algorithms CPA, MCPA, and HCPA has strengths and weaknesses for certain DAG or platform configurations. Therefore, we set out to categorize the advantages and disadvantages with the goal to find a more adaptive algorithm that would produce efficient schedules in most cases. Thus, we ran a huge number of experiments with different types of DAGs on varying platforms. The experiments were conducted using SIMGRID, which will be discussed in Section V.

Surprisingly, the results revealed that MCPA leads to good schedules for most of the DAGs and platforms. However, several cases could be found in which MCPA produced a significantly worse schedule compared to the schedules of the competitors. It has been observed that MCPA performs inferior to CPA if the DAGs become more irregular. Fig. 1 pictures the problem of MCPA for more irregularly structured DAGs. Recall that MCPA avoids allocating more than $P$ processors to a layer of tasks, where $P$ is the total number of processors in the system. On a fairly small cluster with only 20 nodes as seen in this figure, MCPA does not allocate more than one processor to a task if the current layer contains 20 or more tasks. This would not be a big problem if all tasks of a layer have a similar execution time. But as irregularity increases this assumption does not hold anymore. The right-hand side of Fig. 1 shows the schedule produced by CPA. Since it does not consider the total number of processors already assigned to
a layer, it creates a far better schedule. However, the strategy of MCPA to limit the number of processors of a precedence layer is efficient for regular DAGs, such as FFT DAGs or Matrix-Multiplication DAGs [5]. Therefore, we need a hybrid version of both allocation procedures that loosens the restrictions of MCPA for more irregular DAGs in order to achieve a more balanced workload.

By evaluating the quality of the mapping phase, we also found numerous cases where the start time of tasks had been delayed because not enough idle processors were available. But the number of available processors was only slightly different from the allocation size of the tasks, so that packing of allocations in the mapping phase could also be an option to improve the resulting schedule. The packing of allocations should reduce the fragmentation of the schedule, and therefore lead to a smaller makespan.

A. Improving the allocation procedure

As stated before, the allocation procedure of MCPA only allocates as many processors to tasks of one precedence layer as there are processors in the system. If there are many concurrent tasks ready to be executed and they have different computational costs, the allocation procedure should not restrict the growth of allocations of nodes on the critical path. That means that if there are several tasks in one layer and the tasks significantly differ in criticality (bottom level) then we should allow more processors to be assigned to the critical tasks. In other words, if we find a very critical task in a layer and the number of processors in this layer is bounded by \( P \) we should expand the layer.

That leads to the question when we should expand the processor limit of one precedence layer. An easy answer would be: whenever there is some work imbalance in the layer. An imbalanced layer is one where a following layer is delayed by one huge task and this space cannot be filled with other tasks, as seen in Fig. 1. To solve this problem, we define a variable \( cr \) that denotes the cover ratio of a layer. The cover ratio is defined as the fraction of the sum of the work done by all tasks of a layer and the minimum height of a layer. The work done in a layer \( L \) is \( W_L = \sum_{w \in L} W(w) \). The minimum area \( L_A \) that is required to execute the layer \( L \) is given by the maximum height (longest execution time) of a task in \( L \) and the total number of processor \( P \), \( L_A = h_{\min} P \). With these variables defined, the cover ratio \( cr \), \( 0 \leq cr \) is given as \( cr = \frac{W_L}{T_A} \). For a highly imbalanced layer the cover ratio will be much smaller than 1.

But this ratio will not be enough to detect if a layer is imbalanced because MCPA restricts the allocation of processors or because the layer contains only a few tasks. For that reason, we introduce another heuristic parameter \( wr \), \( 0 < wr \leq 1 \) that defines the minimum number of tasks that have to be in a layer in order to loosen the restrictions when allocating processors. The parameter is defined as \( wr = \frac{V_{\min}}{V_{\min}} \), where \( V_{\min} \) denotes the minimum number of nodes that a layer has to contain in order to drop the restrictions. So, \( wr \) is only a scaling factor of \( P \). In the actual algorithm, the value \( wr \) is predefined by the user and the value of \( V_{\min} \) can be computed.

After having the heuristic parameters \( cr \) and \( wr \) defined, we can now introduce the adapted pseudo-code of MCPA. The new allocation phase is referred to as MCPA2 and presented in Algorithm 2. Variables and functions used in the pseudo-code are defined in Table I. The algorithm starts with the allocation of one processor to each task. After that the total number of processors per layer is accumulated (lines 4-5). The algorithm also uses the function \( prec_p(l) \) that returns the current processor bound for a layer \( l \). In the beginning, all precedence layers are bounded by \( P \) processors (lines 6-7). Then, as done by MCPA, the new procedure iteratively assigns processors to tasks by selecting the task with the greatest
benefit (while loop, line 8). In each iteration, the current benefit is computed for each task on the critical path, i.e., by how much would the execution time of a task be reduced if an additional processor is assigned. The critical tasks are then sorted by decreasing benefit. Hence, the task with the greatest benefit will be inspected first. After a task $v$ is selected (line 14), MCPA2 verifies that the number of processors in the same layer does not exceed the number of processors in the system. If the layer is not completely filled, we can add one more processor to the task with the greatest benefit. If not, the algorithm checks that there are enough tasks in the same layer to justify adding more processors to the current layer (line 18).

We want to investigate two possible optimizations that could be applied to the mapping procedure of CPA and MCPA: packing of allocations and backfilling of tasks. Fig. 2 illustrates these two possible optimizations. On the left-hand side of this figure, the strategy of packing allocations is depicted. At a certain time (current time in figure), the task 6 becomes ready and should be mapped to the cluster. If the current size of the allocation is kept constant, task 6 can only start at the current time since there are not enough processors available. However, if the size of the allocation were packed, the task could start immediately. But this will increase the execution time of this task, so that the expected finish time has to be compared to the original expected finish time. If the task finishes earlier using the packed allocation, packing will in general lead to less fragmentation in the schedule. In order to keep the computational complexity of packing low, we simply check if the task’s projected finish time with all currently available processors is smaller than the projected finish time with the original allocation. Another (more complex option) would be to reduce the allocation size to a minimum in order to increase the chance to squeeze in another task.

Another possible method for optimization is the use of conservative backfilling, i.e., starting tasks with lower priority before tasks with high priority, if high priority tasks cannot be executed due to an insufficient number of resources. This technique is illustrated in Fig. 2. At the current time, tasks 6, 7, 8, and 9 become ready, but 6, 7, and 8 have a higher priority than task 9. Conservative backfilling attempts to find a hole in the schedule between the current time and the starting time of the higher priority tasks. If a hole is found and task 9 fits into the hole without delaying the start of the other, then it will be executed. The problem of conservative backfilling is that it adds computational complexity to the mapping phase. The algorithm has to keep a list of idle times of all processors. To find a hole, the idle times of all processors have to be checked for a given time slot. Since a hole can be really huge, we cannot simply assigned all idle processors of that hole to the current task. Therefore, the number of processors assigned to this task is optimized by using a bisection method, so that we can find the smallest possible allocation inside the hole in at most $O(\log P)$ steps.

### B. Improving the mapping function

The mapping step is another subject to be investigated. A good example is the RATS algorithm (redistribution-aware two-step scheduling) [9]. While mapping tasks, the RATS algorithm dynamically changes the size of allocations in order to reduce the redistribution costs between subsequent tasks. It has been shown that re-adjusting the allocations in the mapping step can lead to a smaller makespan.

In the context of this paper, we want to assess how much we can gain from an additional adjustment phase in the mapping step. We want to investigate two possible optimizations that could be applied to the mapping procedure of CPA and MCPA: packing of allocations and backfilling of tasks. Fig. 2 illustrates these two possible optimizations. On the left-hand side of this figure, the strategy of packing allocations is depicted. At a certain time (current time in figure), the task 6 becomes ready and should be mapped to the cluster. If the current size of the allocation is kept constant, task 6 can only start at the current time since there are not enough processors available. However, if the size of the allocation were packed, the task could start immediately. But this will increase the execution time of this task, so that the expected finish time has to be compared to the original expected finish time. If the task finishes earlier using the packed allocation, packing will in general lead to less fragmentation in the schedule. In order to keep the computational complexity of packing low, we simply check if the task’s projected finish time with all currently available processors is smaller than the projected finish time with the original allocation. Another (more complex option) would be to reduce the allocation size to a minimum in order to increase the chance to squeeze in another task.

Another possible method for optimization is the use of conservative backfilling, i.e., starting tasks with lower priority before tasks with high priority, if high priority tasks cannot be executed due to an insufficient number of resources. This technique is illustrated in Fig. 2. At the current time, tasks 6, 7, 8, and 9 become ready, but 6, 7, and 8 have a higher priority than task 9. Conservative backfilling attempts to find a hole in the schedule between the current time and the starting time of the higher priority tasks. If a hole is found and task 9 fits into the hole without delaying the start of the other, then it will be executed. The problem of conservative backfilling is that it adds computational complexity to the mapping phase. The algorithm has to keep a list of idle times of all processors. To find a hole, the idle times of all processors have to be checked for a given time slot. Since a hole can be really huge, we cannot simply assigned all idle processors of that hole to the current task. Therefore, the number of processors assigned to this task is optimized by using a bisection method, so that we can find the smallest possible allocation inside the hole in at most $O(\log P)$ steps.

### V. Experimental setup

We use a simulator to compare and evaluate the algorithms. Simulation allows us to perform a statistically significant number of experiments for a wide range of application and platform configurations. We use the SIMGRID toolkit [10] as the basis for the simulator. SIMGRID provides the required fundamental abstractions for the discrete event simulation of parallel applications in distributed environments and was specifically designed for the evaluation of scheduling algorithms.

#### A. Platforms

We consider two clusters of the Grid’5000 platform. The cluster *Chiti* is located in Lille, while the other cluster *Grelon* is located in Nancy. The cluster *Chiti* comprises

---

20 nodes (Opteron 252, 2.6 GHz) with a computing power of 4.3 GFlop/s. The cluster Grelon consists of 120 nodes (Xeon, 1.6 GHz), each with a computing power of 3.2 GFlop/s. The computing power was obtained with the HP Linpack benchmark using the ACML routines [11]. Each cluster uses internally a Gigabit Ethernet for interconnections (100 µs latency and 1 Gb/s bandwidth). The Grelon cluster is divided into five cabinets, each comprising 24 nodes, making its network hierarchical. We have been using these clusters for production. It was primarily chosen to show that our proposed heuristics will not cause poor performance on larger clusters.

B. Applications

To instantiate the model of mixed-parallel applications described in Section II, we need to pinpoint the functions for predicting the execution time of data-parallel tasks and also the type of task graphs that should be evaluated.

To model the execution time of data-parallel tasks we assume that a task operates on a dataset of $d$ double precision (8 bytes) elements (for instance a $\sqrt{d} \times \sqrt{d}$ square matrix). We assume that processors have 1 Gb of memory and thus $d \leq 125 \times 10^6$. We also assume that $d$ is above $4 \times 10^6$ (if $d$ is too small, the data-parallel task should be merged with its predecessor or successor). We model the computational complexity of a task (number of operations) with the following expression, which is representative of common applications: $a \cdot d$ (e.g., a stencil computation on a $\sqrt{d} \times \sqrt{d}$ domain, or an image filter). The complexity parameter $a$ is picked randomly between $2^6$ and $2^9$, to capture the fact that some of these tasks often perform multiple iterations.

The latter gives us only the number of operations, but not the scalability of each task. Since we use Amdahl’s law to model the execution time of parallel tasks, we have to determine the parameter $\alpha$, which defines the non-parallelizable (sequential) fraction of the program. We pick a random value for $\alpha$ uniformly between 0 % and 25 %. Thus, the execution time of tasks strictly decreases as the number of processors increases.

We consider applications that consist of 25, 50, or 100 moldable tasks. We use four popular parameters to define the shape of the DAG: width, regularity, density, and “jumps”. The width determines the maximum parallelism in the DAG, that is the number of tasks in the largest level. A small value leads to “chain” graphs and a large value leads to “fork-join” graphs. The regularity denotes the uniformity of the number of tasks in each level. A small value means that levels contain very dissimilar numbers of tasks, while a large value means that all levels contain similar numbers of tasks. The density denotes the number of edges between two levels of the DAG, with a small value leading to few edges and a large value leading to many edges. These three parameters take values between 0 and 1. In our experiments we use values 0.2 and 0.8. We generate a first set of layered DAGs using these three parameters with the particularity that all the tasks in a given level have the same cost. By generating three samples for each DAG configuration and accounting to the four aforementioned computational complexity scenarios, we obtain a total of 108 layered random DAGs.

We also generate another set of irregular DAGs in which tasks in the same level can have different costs. Furthermore, we add random “jump edges” that connect level $l$ with level $l+jump$, for $jump = 1, 2, 4$ (the case $jump = 1$ corresponds to no jumping “over” any level). The details can be found in the documentation of the DAG generation program [12]. This generator is available to ease the reproduction of the presented results. We have 108 different irregular DAG types and 3 samples per type, for a total of 324 irregular DAGs. A summary of the generated layered and irregular random DAGs can be found in Table II.

While the above specifies a way to generate a set of synthetic DAGs, we also want to consider DAGs for the Strassen matrix multiplication and for the Fast Fourier Transform (FFT) application. Both are classical test cases for DAG scheduling algorithms and we refer the reader to [13] for more details. These DAGs are more regular than our synthetic DAGs, which are more representative of workflow applications that compose operators in arbitrary ways. We consider FFT DAGs with 2, 4, and 8 levels (that is 5, 15, and 39 tasks), while all the Strassen DAGs have 25 tasks. As for the random DAGs, we consider 4 different computational complexity scenarios. The purpose of this is to explore scenarios beyond those corresponding to the actual FFT and Strassen applications. We generate 25 samples for each parameter combination leading to 100 FFT DAGs and 25 Strassen DAGs.

It was mentioned before that the edges between nodes represent data dependencies. However, in this work, communication costs between tasks are not considered, neither during the scheduling nor during the simulation. So, we simply use precedence constraints to model the DAGs. The main reason for not considering the communication time between tasks is that comparing the quality of the scheduling algorithms would be harder, especially the allocation phase. Communication costs would add another level of complexity to the model, which would lead to more “noise” in the results.

---

**TABLE II**

<table>
<thead>
<tr>
<th>Random DAG Generation Parameters and Values.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layered</td>
</tr>
<tr>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>#computation tasks</td>
</tr>
<tr>
<td>non-parallelizable fraction (α)</td>
</tr>
<tr>
<td>width</td>
</tr>
<tr>
<td>density</td>
</tr>
<tr>
<td>regularity</td>
</tr>
<tr>
<td>jump length</td>
</tr>
<tr>
<td>#samples</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>
VI. EXPERIMENTAL RESULTS

The effectiveness of the proposed optimizations is evaluated in different steps. At first, we need to detect a pair of heuristic parameters \( cr \) and \( wr \) for MCPA2 that shows good performance in the allocation phase. After that, we evaluate the different optimizations of the mapping step by comparing them to the standard mapping procedure. Finally, we compare the overall performance of the best heuristics for each step to the scheduling performance of the original MCPA algorithm.

A. Tuning the allocation step

In the first experiment we want to determine good values for the heuristic parameters \( cr \) (cover ratio) and \( wr \) (DAG width ratio). In this experiment all types of DAGs (Strassen, FFT, layered, random) were scheduled using MCPA and MCPA2 onto cluster Chiti. For \( cr \) and \( wr \) we used all combinations of discrete values from the set \{0.1, 0.2, \ldots, 0.9\}. It was not the main objective to find the optimal parameter pair. In fact, we wanted to identify the general trends. In total, about 46,000 experiments were conducted.

Fig. 3 shows the results for irregular DAGs. In this graphic, the average relative makespan of MCPA2 compared to MCPA is plotted for all pairs of \( cr \) and \( wr \). After also evaluating the results for the other DAG families, we picked the values \( cr = 0.8 \) and \( wr = 0.6 \) for further experiments. These values have led to a small average makespan for all types of DAGs.

One could also determine the optimal parameter pair for each type of DAG by inspecting the structure of the DAG. The advantage would be that MCPA2 would be mostly on par with or better than MCPA for all the corner cases of MCPA. However, we primarily want to show that modifying the allocation step and using reasonable parameters leads to a better overall performance.

B. Tuned allocation procedure

Having the values for \( cr \) and \( wr \) set, we can compare the allocation procedures of CPA, MCPA, and MCPA2. In this experiment all two-step algorithms use the same standard mapping strategy, which takes the first \( p(v) \) processors that become available. Thus, the scheduling performance is driven by the quality of the allocation procedure.

Fig. 4 shows the experimental results for the clusters Chiti and Grelon. The charts show for each allocation procedure the average degradation from the best algorithm on the y-axis. Simply comparing the average makespan does not work since the lengths of the DAGs differ. Therefore, the makespan is normalized for each experiment to the smallest makespan produced by one of the algorithms. The degradation from this best algorithm is accumulated for each algorithm and later divided by the number of experiments. Thus, the smaller the bar the better the algorithm on average. It can be seen that CPA performs worst in most of the cases on both clusters. However, it performs better than MCPA on Chiti for irregular DAGs. But that was the corner case that we set out to fix in MCPA. Comparing MCPA2 to the others, we see that MCPA2 performs well in all cases. Only in the case of layered DAGs on Chiti (top) MCPA shows a slightly better performance. But this difference is only about 1% on average, which is almost insignificant. The final result of this comparison is that MCPA2 performs better than MCPA for irregular DAGs on smaller clusters like Chiti, and also performs well in the other cases.

C. Mapping strategies

We have implemented two different optimizations for the mapping procedure of CPA and MCPA, packing of allocations and conservative backfilling. We could exclusively enable them to see possible performance differences. However, we tested only three cases: (1) the standard mapping procedure; (2) the mapping procedure that also checks if allocations can be packed (suffix “p”); and (3) a mapping procedure that first checks if an allocation can be backfilled and, if not, tries to pack it (suffix “pb”). The reason is that packing has the biggest impact on the schedule, and if it works well then backfilling will have almost no effect as only small holes may appear.

Fig. 5 compares the average degradation from the best algorithm for all DAG families on cluster Chiti. There are three bars for each algorithm for a total of nine bars. The first three represent the results of the allocation algorithm CPA with standard mapping, packing enabled, and packing + backfilling enabled. The other six bars present the results for MCPA and MCPA2. It can be observed that packing always reduces the degradation from the best for all allocation procedures. So, we can reason that the packing of allocations leads to a smaller makespan by requiring only a low complexity computation. With our set of DAGs and platforms we could not observe significant improvements of the makespan when conservative backfilling was enabled. Backfilling can also lead to unwanted side effects. In some cases, a high priority task may depend on a low priority task that can be executed prior to its original starting time. Thus, scheduling this low priority task may make
other high priority tasks become ready earlier, which could change the original processing order of tasks. This side effect has sometimes led to a bigger makespan, sometimes to a lower. Since applying a conservative backfilling strategy has not led to significant performance improvements and it is costlier than simple packing, we believe that packing will lead to the best trade-off between the time to compute a mapping and the resulting makespan.

In the final experiment we want to compare the performance of the composite algorithm of the tuned allocation procedure and the tuned mapping procedure to the standard version of MCPA. Thus, in this experiment MCPA only uses the standard mapping procedure. This allows us to assess the overall improvement that we gain by optimizing both algorithmic steps. Fig. 6 presents the results of this experiment for the clusters Chiti (left) and Grelon. We only show the graphs for the Strassen DAGs and the irregular DAGs since the bars for the other DAG families (FFT, layered) were almost zero for both algorithms. In addition, a complete summary of the scheduling performance of MCPA2 for all DAG families is given in Table III. As can be observed in Fig. 6, MCPA2 reduces the average makespan for Strassen and irregular DAGs significantly. As seen in the section on tuning the allocation procedure (Section VI-B), the improvement in makespan for irregular graphs on Chiti is mainly due to the better allocation procedure of MCPA2. However, this allocation procedure alone did not have an impact on the scheduling performance on Grelon before. But by having packing enabled, the average scheduling performance of MCPA2 is superior to MCPA for these irregular DAGs. The packing of allocations also leads to a smaller average makespan for the Strassen DAGs on both clusters. Table III also shows the minima, maxima, and the standard deviation of the degradation from the best metric, recorded for MCPA2 for each DAG family. We can see that schedules produced by MCPA2 can be up to 65% shorter than the ones of MCPA for irregular DAGs. It can also be noted that the scheduling performance of FFT and layered DAGs is almost equal for both algorithms. This is due to the regular structure of both DAG families, where nodes on one layer have very similar costs (number of operations to perform). In these cases, MCPA already performed well. The more irregular the DAGs are the better MCPA2 becomes in terms of makespan. Thus, the experimental data have shown that the tuned allocation procedure of MCPA2 and the improved mapping step (with packing enabled) increase the performance of the scheduler on average. The new algorithm gains about 10-15% on average for Strassen DAGs and irregular DAGs.

VII. RELATED WORK

Many algorithms for scheduling mixed-parallel programs onto parallel systems consider static DAGs. Several scheduling algorithms have been designed for the case of homogeneous parallel platforms, e.g., CPR [14] and CPA [4]. The iterative algorithm CPR attempts to allocate one processor to an M-task on the critical path. As a consequence, as more idle processors are allocated to an M-task on the critical path per iteration, the execution time of the whole program is reduced.

The one-step algorithm iCASL previously shown to lead to better performance than the two-step algorithms but at the price of a higher complexity [6]. This algorithm performs the allocation and mapping of tasks in one step by iteratively increasing the allocations of tasks on the critical path. It also uses a look-
ahead mechanism to avoid becoming trapped in local minima and a backfilling approach to improve the schedule.

The problem of scheduling mixed-parallel workflows using advance reservations on a parallel platform has been studied in [19]. The authors compare several algorithms that reuse ideas from the CPA algorithm to bound task allocations and to compute the most resource-conservative allocation.

Mixed-parallel task scheduling for more heterogenous environments have recently been developed, e.g., HCPA [7] and MHEFT [15]. A good overview of these algorithms as well as a discussion of modifications of MHEFT to gain better performance are summarized in [7]. The $\Delta$-CTS [16] attempts to increase the effective degree of task-parallelism of a DAG by relaxing the criticality classification of ready tasks (bottom levels).

Lately many researchers have focused on scheduling scientific workflows onto multi-clusters or computational grids [17]. In most of these case, the structure of the DAGs are dynamically defined during the execution of the workflows. Hence, algorithms are required to dynamically schedule ready nodes onto the system [18].
VIII. CONCLUSIONS

This article has focused on the improvement of low-complexity algorithms for scheduling mixed-parallel applications onto a homogeneous clusters. The scheduling algorithms that were investigated work in two steps. In the first step, the algorithm defines how many processors are assigned to a parallel task. In the second step, the algorithm maps these allocations to processors of the cluster. Several low-cost optimizations of the allocation step as well as of the mapping step have been proposed in this article. A new allocation procedure MCPA2 has been described and it has been shown that it leads to a smaller application makespan compared to MCPA when many irregular tasks are concurrently executable. It has been shown that packing allocations in the mapping step can also decrease the average makespan for all considered two-step algorithms. As an additional result, we have observed that conservative backfilling does not have a significant impact on the makespan in the considered cases.
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### TABLE III

<table>
<thead>
<tr>
<th>cluster</th>
<th>family</th>
<th>#dags</th>
<th>wins</th>
<th>draws</th>
<th>min [%]</th>
<th>max [%]</th>
<th>mean [%]</th>
<th>sd [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>chti</td>
<td>FFT</td>
<td>100</td>
<td>5</td>
<td>91</td>
<td>0.00</td>
<td>0.06</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Strassen</td>
<td>25</td>
<td>14</td>
<td>11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>layered</td>
<td>108</td>
<td>10</td>
<td>88</td>
<td>0.00</td>
<td>21.83</td>
<td>0.84</td>
<td>3.24</td>
</tr>
<tr>
<td></td>
<td>irregular</td>
<td>324</td>
<td>202</td>
<td>30</td>
<td>0.00</td>
<td>65.86</td>
<td>3.48</td>
<td>8.15</td>
</tr>
<tr>
<td>grelon</td>
<td>FFT</td>
<td>100</td>
<td>7</td>
<td>93</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Strassen</td>
<td>25</td>
<td>11</td>
<td>14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>layered</td>
<td>108</td>
<td>0</td>
<td>108</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>irregular</td>
<td>324</td>
<td>202</td>
<td>74</td>
<td>0.00</td>
<td>52.36</td>
<td>2.19</td>
<td>7.29</td>
</tr>
</tbody>
</table>