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 Institute Overview – June 2001 
 
The International Computer Science Institute (ICSI) is an independent, nonprofit basic research 
institute affiliated with the University of California campus in Berkeley, California. Its 
establishment was motivated by a recognition of the lack of an international facility for 
fundamental research in the field of computer science. ICSI was started in 1986 and inaugurated 
in 1988 as a joint project of the Computer Science Division of UC Berkeley and the GMD – 
Research Center for Information Technology GmbH in Germany. Since that time, Institute 
collaborations within the university has broadened (for instance, to the Electrical Engineering 
Division and the Linguistics Department). Additionally, Institute support has broadened to a 
range of international collaborations, US Federal grants, and to direct industrial sponsorship. 
Throughout these changes, the Institute has maintained its commitment to a pre-competitive, open 
research program. The goal of the Institute continues to be the creation of synergy between world 
leading academic and industrial research in an international environment through excellence in 
fundamental research in computer science and engineering. 
 
The particular areas of concentration have varied over time, but are always chosen for their 
fundamental importance and their compatibility with the strengths of the Institute staff and the 
affiliated UC Berkeley faculty. ICSI currently has significant efforts in four major research areas: 
Internet research, including Internet architecture, related theoretical questions, and network 
services and applications; theoretical computer science, including applications to the modeling of 
both biological and internet-related phenomena; artificial intelligence, particularly for 
applications to natural language understanding; and natural speech processing. 
 
The Institute occupies a 28,000 square foot research facility at 1947 center Street, just off the 
central UC campus in downtown Berkeley. Administrative staff provide support for researchers’ 
housing, visas, computational requirements, grants administration, etc. There is an average of 
about eighty scientists in residence at ICSI including permanent staff, postdoctoral Fellows, other 
visitors, and affiliated faculty and students. The senior investigators are listed at the end of this 
overview, along with their current interests. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
Institute Sponsorship – 2000 fiscal year (same as calendar year) 
 
 
As noted earlier, ICSI is sponsored by a range of US Federal, international, an industrial sources. 
The figure below gives the relative distribution of funding between these different sponsoring 
mechanisms. 
 

Industrial
45%

International
21%

US Federal
23%

Other
11%

 Figure 1: Distribution of sources of ICSI revenue for 2000. 
 
The US Federal funding comes from a range of grants to support research across the Institute. 
Most of this funding comes from the National Science Foundation and DARPA. International 
support in 2000 was from government and industrial programs in Germany, the Ministry of 
Science and Technology in Spain, and the National Technology Association of Finland, with 
additional support from the European Media Lab and the European Union. Industrial support in 
2000 was primarily from AT&T, but by the end of the year we had received commitments from 
Intel, Nortel, and Qualcomm with additional sponsorship from Cisco, IBM, and Xerox.  
 
Revenues increased significantly in 2000 (about 32% over 1999), to roughly $6M for the year. 
 
 
 
 
 
 
 
 
 



 
 
Institutional Structure of ICSI 
 
ICSI is a nonprofit California corporation with an organizational structure and bylaws consistent 
with that classification and with the institutional goals described in this document. In the 
following sections we describe the two major components of the Institute’s structure: the 
Administrative and Research organizations.  
 
Management and Administration 
 
The corporate responsibility for ICSI is ultimately vested in the person of the Board of Trustees, 
listed in the first part of this document. Day-to-day operation of the Institute is handled by 
Corporation Officers, namely the President, Vice President, and Secretary-Treasurer. The 
President also serves as the Director of the Institute, and as such takes responsibility for ongoing 
Institute operations. 
 
Internal support functions are provided by three departments: Computer Systems, Finance, and 
Administration. Computer Systems provides support for the ICSI computational infrastructure, 
and is led by the Systems Manager. Finance is responsible for payroll, grants administration, 
benefits, and generally all Institute financial matters; it is led by the Controller. All other support 
activities come under the general heading of Administration, and are supervised by the 
Administrative Manager; these activities include human resources, office assignments, proposal 
preparation and submission, and housing. 
 
Research  
Research at ICSI is overwhelmingly investigator-driven, and themes change over time as they 
would in an academic department. Consequently, the interests of the senior research staff are a 
more reliable guide to future research directions than any particular structural formalism. 
Nonetheless, through much of its history, ICSI research has been organized into Groups: the 
Networks Group (internet research), the Theory Group, the Applications/AI Group, and the 
Realization Group (parallel computer architecture and speech processing). In 1999 we added a 
fifth group, the AT&T Center for Internet Research at ICSI (ACIRI). Consistent with this history, 
the bulk of this report is organized along these lines, with one sub-report for each of the five 
groups. In 2001 we have begun the process of merging the two internet groups, so that future 
reports will be organized  around the remaining four groups.  
 
Across these groups, two strong themes can be seen, in Internet research and in Human Centered 
Computational Intelligence (HCCI), a term intended to encompass a range of topics related to the 
use of computing for improved human-machine interfaces and human-human cooperation. Other 
topics of study are pursued opportunistically. Some of these efforts will ultimately grow into a 
larger activity, given sufficient Investigator and Sponsor interest. 
 
 
 



 
Senior Research Staff  
 
 
The previous section briefly described the clustering of ICSI research into major research themes 
and working groups. This document describes a current research snapshot, and future work could 
be extended to new major areas based on strategic Institutional decisions and on the availability 
of funding to support the development of the necessary infrastructure. At any given time, though, 
ICSI research is best seen as a set of topics that are consistent with the interests of the Research 
Staff. In this section, we give the names of current  (June 2001) senior research staff members at 
ICSI, along with a brief description of their current interests, the current group name, and the 
Research Group that the researcher is most closely associated with. This is probably the best 
current snapshot of research directions for potential visitors or collaborators. Not shown here are 
the range of postdoctoral Fellows, visitors, and graduate students who are also key contributors to 
the intellectual environment at ICSI. 
 
Jerome Feldman (AI): neural plausible (connectionist) models of language, perception 
and learning and their applications. 
 
Charles Fillmore (AI): building a lexical database for English (and the basis for 
multilingual expansion) which records facts about semantic and syntactic combinatorial 
possibilities for lexical items, capable of functioning in various applications: word sense 
disambiguation, computer-assisted translation, information extraction, etc. 
 
Sally Floyd (ACIRI): congestion control, transport protocols, queue management, and 
network simulation. 
 
Atanu Ghosh (ACIRI): extensible open source routing, active networks, protocols, 
multimedia, and operating systems. 
 
Steven Greenberg (Realization [Speech]): Spoken language processing by humans 
and machines,analysis of sponaneous speech at the phonetic and prosodic levels, automatic 
labeling and segmentation of phonetic and prosodic material in spontaneous speech corpora, 
analysis of automatic speech recognition systems, computational models of auditory processing, 
hearing-aid design for improving speech intelligibility, auditory-visual speech processing. 
 
Mark Handley (ACIRI): scalable multimedia conferencing systems, reliable multicast 
protocols, multicast routing and address allocation, and network simulation and visualisation. 
 
Hynek Hermansky (Realization [Speech]): acoustic processing for automatic 
speech and speaker recognition, improvement of quality of corrupted speech, human speech 
communication. (Also with the Oregon Graduate Institute). 

 
 Richard Karp (Theory [Algorithms] and ACIRI ) : mathematics of computer  

networking, computational molecular biology, computational complexity, combinatorial 
optimization. 



 
Nelson Morgan (Realization [Speech]): signal processing and pattern recognition, 
particularly for speech and biomedical classification tasks 
 
Vern Paxson (ACIRI): intrusion detection; Internet measurement; measurement 
infrastructure; packet dynamics; self-similarity. 
 
Lokendra Shastri (AI): Artificial Intelligence, Cognitive Science, and Neural 
Computation: neurally motivated computational models of learning, 
knowledge representation and inference; rapid memory formation in the hippocampal system; 
inference with very large knowledge-bases; neural network models for speech recognition; 
inferential search and retrieval. 
 
Scott Shenker (ACIRI): congestion control, internet topology, game theory and 
mechanism design, scalable content distribution architectures, and quality of service.  
 
Elizabeth Shriberg (Realization [Speech]): Modeling spontaneous conversation, 
disfluencies and repair, prosody modeling, dialog modeling, automatic speech 
recognition, utterance and topic segmentation, psycholinguistics, computational 
psycholinguistics. (Also with SRI International). 
 
Andreas Stolcke (Realization [Speech]): probabilistic methods for modeling and 
learning natural languages, in particular in connection with automatic speech recognition and 
understanding. (Also with SRI International). 
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Research Group Reports

2000 was a good year for the Institute. Professors Richard Karp and Charles Fillmore
ramped up their ICSI e�orts, several new researchers began work here, and the Institute
won several new competitive grants. New industrial partnerships were formed with Nortel
and Intel, the latter based on the launching of an exciting new open source initiative.
The annual AT&T review went well and the ACIRI/AT&T relationship was renewed for
another 3 years. A new research partnership was begun with the European Media Lab.
ICSI's participation in the German SmartKom project ramped up to a signi�cant level,
involving ICSI researchers, permanent sta�, visitors, and students. Collaboration with
OGI and Qualcomm on cellular speech processing also accelerated. New collaborations
with campus faculty (both UC Berkeley and UCSF) were established, o�ering the potential
for improved ties in the future.

While networking and human-centered computing continued to be strong areas of con-
centration, we are committed to other activities such as the work on fundamental compu-
tational algorithms.

In this report, we have described our research in terms of the 5 research groups in place
during 2000: the AT&T Center for Internet Research at ICSI (ACIRI), Network Service
and Applications (NSA), Realization, AI, and Theory. Future versions of this report will
incorporate a modi�ed group structure that we will be implementing this year, consisting
of 4 major groups: Networking (merging the 2 network groups), Algorithms (theory plus
applications of computational methods in biology), Speech (the former Realization group),
and AI.

RESEARCH GROUP HIGHLIGHTS

The following are a selection of key achievements in our research groups for the year
2000. Although not a complete listing and, by necessity, quite varied given the di�ering
approaches and topics of each group, it should nonetheless give the avor of the e�orts in
the ICSI community for the last year.

Networking

� Explicit Congestion Noti�cation (ECN) has become proposed standard

� Proposal for Aggregate Congestion Control as way to deal with ash crowd and
denial-of-service attacks

� Work on Content Addressable Networks as a scalable way to build peer-to-peer ap-
plications.

� Complete rewrite of the PIM-SM speci�cation

� TFRC, an equation-based congestion control protocol, has been proposed.

� Establishment of XORP project
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� Sally Floyd elected Fellow of ACM, winning award for best paper in Transactions in
Networking

Theory (Algorithms)

� Development of feature selection methods for supervised and unsupervised classi�-
cation of biological samples using DNA microarray data

� Development of a powerful randomized algorithm for sequence prediction with in-
complete information (Piccolboni and Schindelhauer)

� Successful proposal process leading to a large QB3 grant from the State of California
to UCB, UCSF and UCSC for research and education in quantitative biology.

� Successful proposal process leading to NSF ITR Grant for research on optimization
problems related to the Internet for collaboration between ICSI, UCB, and UCLA.

AI

� Major revision of FrameNet software to support expansion

� First major publication on Formal Cognitive Linguistics

� Publication of detailed model of Long Term Potentiation

� Initiating joint project with European Media Lab on \Even Deeper Understanding"
(of language)

� Successful proposal process leading to NSF-funded FrameNet II project

� Successful proposal process leading to NSF-funded neural modeling research

Realization (Speech)

� Completion of e�orts on discriminative approaches to con�dence estimation on recog-
nition systems

� New discriminative approaches and systems for robust multi-lingual speech recogni-
tion

� Collaboration with OGI and CMU, leading to best results on govt speech-in-noise
ASR tests

� Key results in the study of prosodic and articulatory-acoustic patterns in conversa-
tional speech

� Preliminary English-language recognition system for German SmartKom project

� New funded projects in the study of multi-channel meeting recordings, with DARPA
and IBM

� Integration into group of SRI visitors Shriberg and Stolcke

The remainder of this report consists of the 5 individual summaries for the ICSI 2000
groups.
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1 AT&T Center for Internet Research at ICSI (ACIRI)

1.1 Overview

The year 2000 ushered in the second year of ACIRI's existence. We entered the new
Millennium fully engaged in our mission to perform pioneering and relevant research in
the area of Internet architecture. Before describing the content of our research, we �rst
start with a brief overview of ACIRI's sta�ng, its three major research themes, and its
community involvement.

1.1.1 Sta�ng

The ACIRI senior research sta� consists of Sally Floyd, Mark Handley, Richard Karp,
Vern Paxson, and Scott Shenker. We currently have two researchers with limited term
appointments, Jitendra Padhye and Sylvia Ratnasamy. Eddie Kohler joined us in 2001 to
begin a two-year appointment. Paul Francis joined our sta� in 2000 and made signi�cant
contributions during his six month stay, but he has since left for FastForward. Luigi
Rizzo, a professor from U. Pisa, is visiting ACIRI for several months, and ACIRI hosted
numerous other visitors and student interns over the year. In addition, several non-ACIRI
ICSI researchers (Brad Karp, a former ACIRI intern, among them) have augmented our
research e�orts.

1.1.2 Research Program

Research is ACIRI's primary mission. The research e�orts at ACIRI can be roughly divided
into three main areas:

� Internet Architecture: The basic Internet architecture, by which we mean the IP
protocol family and closely related issues, is the fundamental technical underpinning
of the Internet.

� Internet Operations: This area encompasses issues that are important in keeping
the Internet operating e�ciently and securely.

� Internet Theory: One of the goals in setting up ACIRI was to become a leader
in developing the science of datagram networks. A necessary component of this is
to bridge the gap between traditional theoretical computer science and the Internet
community.

Sections 1.2-1.4 of this report describe ACIRI's major research projects in these areas.
A list of publications is at the end of the report.

1.1.3 Community Participation

Active participation in the Internet community is another important aspect of ACIRI's
mission. ACIRI members are active in several di�erent organizations of the Internet com-
munity, most notably:
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� IETF: The Internet Engineering Task Force is the standards body for the Internet
community.

� IRTF: The Internet Research Task Force organizes research groups on topics of
interest to the IETF.

� NANOG: The North American Network Operators Group (NANOG) provides a
forum for the exchange of technical information, and promotes discussion of imple-
mentation issues that require community cooperation.

� SIGCOMM: SIGCOMM is the ACM special interest group on communications,
and the conference it sponsors is the premier academic conference for the Internet
community. The journal it co-sponsors, ACM/IEEE Transactions on Networking
(ToN), is the premier academic journal for the Internet community.

� Network Simulator: The NS network simulator is based on the original simula-
tor developed at UCB by Steve McCanne and Sally Floyd. It has now become the
centerpiece of a larger community-wide e�ort to create and support a common net-
work simulator environment for the Internet community. The goal is to encourage
more synergy between di�erent research groups by allowing them to share simulator
modules.

Section 1.5 contains a more detailed list of ACIRI contributions to the research and
standards activities in the Internet community.

1.2 Research on Internet Architecture

The main e�orts in ACIRI's research program on Internet architecture fall into the follow-
ing categories: congestion control (both host algorithms and router support), multicast,
content-addressable networks for peer-to-peer content delivery systems, novel architectures,
and the extensible open router platform.

1.2.1 Congestion Control: Host Algorithms

� Equation-Based Congestion Control (ongoing)

Because TCP is the most prevalent form of congestion control on the Internet, there is
widespread consensus that any non-TCP congestion control algorithm must be TCP-
friendly or TCP-compatible; that is, it must coexist with TCP without consuming
an undue share of the bandwidth. ACIRI researchers, along with others, have been
working on an approach to TCP-friendly congestion control called equation-based
congestion control. Equation-based congestion control, rather than imitating TCP's
window adjustment algorithm, seeks to match TCP's bandwidth usage equation in
the longer run (the equation describing TCP's bandwidth usage resulting from a given
packet-drop rate), while avoiding TCP's halving of the sending rate in response to a
single packet drop. During this past year, a unicast version of this approach, called
TFRC (TCP-Friendly Rate Control) has been developed and extensively analyzed,
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and presented in both a Technical Report and a paper at SIGCOMM 2000 [13]. An
internet-draft is also in progress to encourage experimentation with TFRC.

Coupled with the work on equation-based congestion control is a simulation-based
comparison between equation-based congestion control and other TCP-friendly ap-
proaches to congestion control that also give a smoother sending rate that does TCP
[68]. Other work explores the implications of TCP-friendly congestion control, partic-
ularly those variants with slower responses to congestion than that of TCP, in terms
of fairness, responsiveness, and the potential for extended periods of congestion [66].

[Sally Floyd, Mark Handley, Jitendra Padhye, Scott Shenker, Deepak Bansal (intern)]

� Equation-Based Multicast Congestion Control (new)

Whilst we believe that our work on equation-based congestion control for unicast ap-
plications is now mature enough to consider standardization and real-world deploy-
ment, our research on equation-based congestion control for multicast applications is
still ongoing. In addition to the problems associated with stable congestion manage-
ment that emerge for unicast, with multicast there is a tension between providing
rapid feedback, and preventing an implosion of feedback messages at the sender. Thus
the control loop for multicast must necessarily function with larger delays. We are
investigating a number of possible solutions for feedback suppression in the context
of this control loop, and at the present time this work is looking rather promising.
There are however still some potentially undesirable side-e�ects when the degree of
statistical multiplexing is low and the number of receivers is large, and so this work
is ongoing. Unlike with unicast congestion control, this multicast work is currently
entirely simulation-based, as it is extremely hard to investigate such scalability issues
in real networks.

[Mark Handley, J�org Widmer (ICSI)]

� Explicit Congestion Noti�cation (ongoing)

TCP senses congestion on the Internet by detecting packet drops. However, since
the early DEC-bit era there has been interest in delivering Explicit Congestion No-
ti�cation to end hosts. There is an ongoing e�ort in the IETF, led by Sally Floyd
and K. K. Ramakrishnan, that advocates the use of a single bit in the packet header
to indicate congestion. The basic idea is quite simple, but there are still some issues
to arise from the initial deployment of ECN. In the past year, they have speci�ed
the treatment of ECN with respect to retransmitted TCP packets, in order to pro-
vide security against possible denial-of-service attacks using spoofed source addresses
[40]. They have also speci�ed the general use of ECN with IP tunnels, such as IP in
IP [39, 38]. In addition to the technical work involved, considerable time has been
devoted to dealing with obstacles to deployment presented by certain �rewalls and
other equipment in the Internet that block TCP connections attempting to negotiate
ECN [70].

The Transport Area Directors of the IESG (Internet Engineering Steering Commit-
tee) have agreed that the next step for ECN is to combine all of the separate doc-
uments about ECN into a single internet-draft, and to submit this to the IETF to

5



be considered as a Proposed Standard. Thus, we expect ECN to become a Proposed
Standard some time in the next year.

[Sally Floyd, K. K. Ramakrishnan (AT&T)]

� Other Congestion Control Topics

TCP Limited Retransmit (new): We have coauthored a proposed modi�cation to
TCP to more e�ectively recover lost packets when a connection's congestion window is
small [36]. The \Limited Transmit" algorithm calls for sending a new data segment
in response to each of the �rst two duplicate acknowledgments that arrive at the
sender. Transmitting these segments increases the probability that TCP can recover
from a single lost segment using the fast retransmit algorithm, rather than using a
costly retransmission timeout.

[Sally Floyd]

TCP Idling (new): Although TCP has been in use for many years, there are still
a number of aspects of its behavior that are not well speci�ed or that behave less
than optimally. When our other research leads to insights into how to make TCP
behave better or lead us to discover de�ciencies in the speci�cations, we attempt to
standardize remedies. In the past year, this has resulted in a IETF \Best Current
Practice" RFC becoming standardized on how TCP should behave when the sending
application goes idle or doesn't fully utilize the available bandwidth. We are also
looking at how to improve TCP's retransmit timeout behavior by separating the
concept of when the sender is allowed to send a packet after a timeout from when
the missing packet is retransmitted.

[Mark Handley, Sally Floyd, Jitendra Padhye]

Stream Control Transfer Protocol (SCTP) (ongoing): SCTP is a reliable
transport protocol being developed within the IETF, primarily for transport of tele-
phony signalling, but with an eye towards serving as a general transport protocol
for applications requiring multiple, concurrent communication streams. ACIRI's pri-
mary contribution to the protocol is the design of its congestion control.

[Vern Paxson]

1.2.2 Congestion Control: Router Support

� Aggregate-Based Congestion Control and Pushback (new)

The research project on pushback and aggregate-based congestion control focuses
on identifying when a rise in the packet drop rate is due to an increase in tra�c
from a tra�c aggregate, as a subset of the tra�c of the congested link. Such an
aggregate might be tra�c from a distributed denial-of-service attack, or a ash crowd
of legitimate tra�c to a web site related to a news-worthy event. In either case, if the
router is able to identify a tra�c aggregate largely responsible for the tra�c increase,
the router might want to preferentially drop packets from that aggregate, to protect
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the rest of the tra�c on that link from an overall increase in the packet drop rate.
Coupled with this preferential dropping at the congested router, the router might
invoke pushback to request the immediate upstream routers to also drop packets
from this aggregate, and this dropping might propagate recursively. This use of
pushback prevents an unnecessary waste of bandwidth by packets that will only be
dropped downstream. In the case of a denial-of-service attack, pushback could help
focus the preferential packet-dropping on the malicious tra�c within the identi�ed
aggregate [67].

[Sally Floyd, Ratul Mahajan (intern), Vern Paxson, Scott Shenker, Steve Bellovin
(AT&T)]

� Self-Verifying CSFQ (new)

Most Internet routers use FIFO packet scheduling. As a results, ows that use
more aggressive congestion control algorithms obtain larger bandwidth shares. This
requires the community to adopt a universal standard for congestion control (the
TCP-friendly paradigm) and leaves the network vulnerable to misbehaving ows
that don't adhere to this standard. One way to protect the network from such mis-
behaving ows, and to lift the requirement for a single standard congestion control
algorithm, is to have the routers allocate bandwidth in a max-min fair manner. In
the past, such max-min fair proposals have required complicated per-ow scheduling.
The recent work on Core-Stateless Fair Queueing (CSFQ) avoided these complica-
tions but imposed the need for a core-edge distinction and left the network vulnerable
to malfunctioning routers. In this project, we extend the original CSFQ approach to
allow all routers to verify, through sampling, the accurate labelling of incoming pack-
ets. In this approach, hosts do the rate estimation themselves (whereas previously it
was left to edge routers) and the network trusts but veri�es these rate estimates.

[Scott Shenker, Ion Stoica (UCB), Hui Zhang (CMU)]

� Approximate Fairness through Di�erential Dropping (new)

Another approach to the problem posed above is to perform the rate estimation at
each router. At �rst glance, this appears to require too much state and processing
at the router. However, in this work we show how one can achieve high degrees
of fairness (max-min fairness) without complicated scheduling or processing, and
without keeping excessive amounts of state.

[Scott Shenker, Lee Breslau (AT&T), Rong Pan (Stanford), Balaji Prabhakar (Stan-
ford)]

� Controlling High-Bandwidth Flows at the Congested Router (new)

One weakness of the FIFO scheduling typical of routers in the current Internet is
that there is no protection against misbehaving ows that send more than their
share, or fail to use conformant end-to-end congestion control. This work is an
investigation of a mechanism to use the packet drop history at the router to detect
high-bandwidth ows in times of congestion, and to preferentially drop packets from
these high-bandwidth ows in order to control the bandwidth received by these ows
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at the congested queue. Extensive simulations show the e�ectiveness of the proposed
mechanism. We have completed a draft paper [69], and we expect to have a �nished
paper on this topic by the end of the year.

[Sally Floyd, Ratul Mahajan (intern), Scott Shenker]

� Network-Assisted Congestion Control (new)

Deployed congestion control mechanisms seem to exist at two extremes of a spectrum|
TCP works entirely end-to-end with only a binary signal of congestion (packet loss
or ECN) provided by the network, whereas ATM ABR service is entirely network
driven with the switches indicating the desired transmission rate to the sender.

We are interested in congestion control mechanisms that lie in the middle of this
spectrum, where the network elements can provide more explicit feedback to the
end systems than occurs with TCP. This explicit feedback gives faster convergence
to a fair state than TCP can manage, but where unlike with ABR, the network
elements do not keep any per-ow state, but simply attempt to actively manage their
queue and available bandwidth. The motivation for this work is to examine possible
mechanisms for congestion control for future high-bandwidth network environments
where the available per-ow delay-bandwidth product is large compared to the length
of a typical transfer. In such an environment, the existing TCP mechanisms have
di�culty utilizing the available capacity because most ows will terminate before
�nishing the slow-start phase.

[Mark Handley, Dina Katabi (intern)]

1.2.3 Multicast

� PIM Sparse Mode (ongoing) PIM Sparse-Mode is the most widely deployed
multicast routing protocol on the Internet, but since its deployment, multicast service
has become increasingly unstable. Part of the reason for this was that the PIM-SM
speci�cation was su�ciently poorly written that router vendors could not correctly
implement from it, or verify that their implementations conformed to speci�cation.
To rectify these issues, in collaboration with Bill Fenner from AT&T, we have re-
written the speci�cation from scratch. This involved �guring out how the protocol
was supposed to work, and during this process we discovered many aspects where
the protocol could not previously have worked correctly. We now believe that many
of these failures of the original design are responsible for the unstable behavior of the
deployed multicast infrastructure.

We have completely re-designed the state model used by PIM-SM so as to rectify the
de�ciencies we discovered, whilst at the same time attempting to remain protocol-
compatible with existing deployed infrastructure. This process is now almost com-
plete, and the revised PIM-SM protocol is now speci�ed in an Internet Draft[37]
which should become a IETF Proposed Standard during the next year. Once PIM-
SM implementations are modi�ed to implement the new state model, we believe
that multicast stability will greatly improve. Cisco have now implemented the new
speci�cation in their next-generation router operating system \IOS MX".
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The current trend for interdomain multicast routing is towards source-speci�c mul-
ticast (SSM), where the receivers join a multicast group and also specify the IP
address of the source or sources from which they wish to receive tra�c. The new
PIM-SM speci�cation is organized in such a manner that the strict subset of PIM-SM
needed to support SSM is clearly separable from the additional mechanisms needed
to support the full Internet Standard multicast model.

[Mark Handley, Bill Fenner (AT&T), Isidor Kouvelas and Hugh Holbrook (Cisco)]

� Bidirectional PIM (ongoing)

Whilst the trend for interdomain multicast routing is towards source-speci�c mul-
ticast (SSM), the full Internet Standard multicast model is still of great relevance
intra-domain, and particularly within corporate intranets. In such contexts, multi-
cast is often used for resource-discovery protocols, where a client attempts to discover
the closest instance of a service. PIM-SM is not well-suited to such tasks because
the initial tra�c from a source is encapsulated to a router known as the Rendezvous
Point (RP), before owing to the receivers. Thus resource-discovery protocols tend
to discover servers close to the RP instead of servers close to the client.

To address this de�ciency, we have developed Bi-directional PIM, a variant of PIM-
SM that constructs shared bi-directional trees (as opposed to PIM-SM's per-source
unidirectional trees). Bi-directional PIM is also intended to copy well with groups
with large numbers of multicast senders because it does not keep per-source state in
the routers on the multicast distribution tree. This work is currently being imple-
mented by Cisco Systems.

[Mark Handley, Isidor Kouvelas and Hugh Holbrook (Cisco)]

� IGMP version 3 (ongoing)

To deploy source-speci�c multicast (SSM), we require routers that support the SSM
subset of PIM-SM, and we require that the hosts can indicate to the routers which
sources they are interested in. The latter functionality is the task of IGMP version 3
(previous versions of IGMP didn't allow the source to be speci�ed). To speed up the
deployment of SSM and to verify the speci�cation for IGMPv3, we have developed a
complete implementation of IGMPv3 for the FreeBSD operating system. This code
has been used to discover bugs in the alpha-release of Cisco's IGMPv3 router code,
and to verify that the protocol works as designed. In the near future it will be rolled
into the shipping FreeBSD codebase, and may also form part of Apple's MacOS X
which is BSD-based.

[Wilbert de Graaf (ICSI), Mark Handley, Bill Fenner (AT&T)]

� Yoid (new)

If we take a broad view of the term \multicast" to mean any distribution of content
to more than one machine, we �nd that multicast is proceeding along two distinct
architectural tracks. On one track is IP multicast, which mainly targets realtime non-
reliable applications, but for which hopes run high for reliable applications as well.
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On the other are a plethora of open or proprietary host- or server-based approaches,
each typically targeting a speci�c application or product line.

IP multicast su�ers from a number of technical problems, lacks applications, and
in general is having trouble reaching critical mass, especially regarding anything
resembling a global infrastructure. Server-based approaches are valuable and wide-
spread, but there is no synergy in terms of multiple distinct groups working within the
same architecture. As a result, progress is not as fast as it could be, and consumers
are strapped with multiple application-speci�c infrastructures to deal with.

This paper presents an architecture, called yoid, that aims to unify both tracks under
a single umbrella architecture. Yoid attempts to take the best from both tracks{
reliable and asynchronous distribution from the server-based track, and dynamic
auto-con�guration via a simple API from the IP multicast track.

A key component of yoid is that it allows a group of endhosts (the hosts where the
content-consuming application resides) to auto-con�gure themselves into a tunneled
topology for the purpose of content distribution. Yoid can run over IP multicast,
but does not require it. This allows application developers to bundle yoid into their
applications, giving their applications robust and scalable con�guration-free out-of-
the-box multicast. This is key to the initial acceptance of yoid and for allowing it to
reach critical mass.

Yoid is not limited, however, to endhost-based distribution. It can also work in
infrastructure servers (boxes that receive, replicate, and forward content but that are
not consumers of the content). This allows improved performance for applications
that require it. It can also provide other bene�ts such as better security. The endhost-
and server-based modes of operation taken together, along with yoid's ability to
utilize local islands of IP multicast, allow yoid to support the broadest possible range
of applications.

[Paul Francis]

� Reliable Multicast (ongoing)

We are actively involved in the IRTF Reliable Multicast Research Group (Mark
Handley is co-chair of the group) and the IETF Reliable Multicast Transport working
group. After many years Reliable Multicast is now emerging from the research arena,
and the standardization process has started in the IETF. We are involved both in
shaping the way that this standardization is happening [59],[51], and in the design
of the protocols being standardized[35].

[Mark Handley, Sally Floyd]

� Hybrid Unicast/Multicast Applications (new)

At least for the next few years we are unlikely to see ubiquitous IP multicast de-
ployment. As a result, few application writers develop commercial multicast-based
solutions despite the signi�cant scalability advantages multicast can provide. This
has led us to become interested in hybrid unicast/multicast applications, which use
IP multicast where available, but which also build an application-level distribution
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tree to reach unicast-only participants. Such applications not only include reliable-
multicast mechanisms, but also require an application-level routing protocol (similar
to a link-state protocol) so as to �gure out the best hybrid path from each sender
to all receivers. As a testbed for these ideas we are developing a shared-whiteboard
application to allow real-world deployment and testing.

[Mark Handley]

1.2.4 CANs for Peer-to-Peer Content Distribution Systems (new)

The past few years have seen the dramatic (and surprising to many of us) rise of peer-
to-peer content distribution systems. Napster and Gnutella are the most well-known and
most popular examples of this genre, but new peer-to-peer content distribution systems
seem to arise daily. However, most of these systems, including Napster and Gnutella, su�er
from severe scalability problems.

ACIRI has been looking at how one might make such systems scalable. We have
identi�ed that a key component of scalable peer-to-peer distribution systems is a Content-
Addressable Network (CAN). A CAN is much like a hash table; it maps "keys" onto "values"
and so any host can store a �le based on its (well-known) name, and then any other host
can retrieve that �le just by knowing its name. Note how this di�ers from the web, where
to locate a web site you must now only know the name of the �le, but the location (the
web site).

While our initial motivation is scalable peer-to-peer distribution systems, we conjecture
that many other large-scale, distributed systems could utilize a CAN as a core system
building block. Large scale storage management systems like OceanStore and Publius, and
distributed, location independent name resolution services are but two examples.

Our design of a Content-Addressable Network, based on the abstraction of routing
through a logical grid of nodes, is scalable, highly fault-tolerant and completely self-
organizing. We have studied the performance and robustness properties of our CAN design
through simulation. In the near future, we shall look into di�erent applications for this
CAN technology and develop and test at least one such application.

[Sylvia Ratnasamy, Paul Francis, Mark Handley, Richard Karp, Jitendra Padhye and
Scott Shenker]

1.2.5 Novel Architectures

� IPNL (new)

We propose a solution to the IP address depletion problem. This solution does not
require (unlike IPv6) any changes to the core routers; instead, it leverages the DNS
(Domain Name System) to provide a routing and addressing architecture that retains
the look and feel of IP to the extent possible. The key is to use FQDNs (Fully Quali-
�ed Domain Names) in an end-to-end routing mechanism that, in addition, provides
bene�ts such as address-space separation between providers and subscribers (leading
to better address-space aggregation at the provider, and better multihoming support
for the subscriber), and safe mobility. Briey, we use variable-length FQDNs as glob-
ally unique and persistent addresses to bootstrap communication between end points,
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and two sets of aligned and �xed-length numeric addresses to facilitate fast routing
from that point onwards. One set of addresses is locally unique and transient, while
the other set of addresses comprises the usual IP address space. IPNL-routers (that
exist only at the edges of the IP-network ) interface between end-points which are as-
signed addresses drawn from the locally-unique, fast and transient address space (the
�rst set) on one side, and the usual IP realm on the other side. Unlike other solutions,
such as TRIAD, this scheme is architected to be lightweight (state at IPNL-routers
only proportional to number of active local hosts, and not number of active con-
nections) and scalable (transparent load-balancing between multiple routers exists),
robust to router crashes and link failures (mechanisms for fail-over, fault-isolation,
and recovery exist), and secure against a variety of attacks (such as address-spoo�ng,
replay, and Denial of Service) against mobile hosts.

[Paul Francis, Ramakrishna Gummadi (intern)]

� Host-Based Admission Control (new)

The traditional approach to implementing admission control, as exempli�ed by the
Integrated Services proposals in the IETF, uses a signaling protocol to establish reser-
vations at all routers along the path. While providing excellent quality-of-service,
this approach has limited scalability because it requires routers to keep per-ow state
and to process per-ow reservation messages. In an attempt to implement admission
control without these scalability problems, several recent papers have proposed vari-
ous forms of endpoint admission control. In these designs, the hosts (the endpoints)
probe the network to detect the level of congestion; the host admits the ow only if
the level of congestion is su�ciently low. This paper is devoted to the study of such
algorithms. We �rst consider several architectural issues that guide (and constrain)
the design of such systems. We then use simulations to evaluate the performance of
such designs in various settings.

[Scott Shenker, Lee Breslau (AT&T), Ed Knightly (Rice), Ion Stoica (UC Berkeley),
Hui Zhang (CMU)]

� Future Generation Internet Architecture (new)

There is a belief amongst many Internet researchers that incremental development
and the introduction of Network Address Translators, �rewalls and layer-4 switching
has signi�cantly eroded the Internet architecture to the point where we are starting
to see signi�cant problems from feature interaction, and that some required future
developments will be almost impossible to deploy. With researchers from MIT and
USC/ISI we are involved in a project to redesign the Internet architecture from
scratch. We do not believe that this is likely to result in completely new architecture
that will actually replace the Internet, but rather that the exercise of working through
the basic principles is likely to result in signi�cant new ideas that may eventually
prove useful in the existing or future Internet.

[Scott Shenker, Mark Handley, Bob Braden (ISI), Dave Clark (MIT), John Wro-
clawski (MIT)]
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1.2.6 Scalable Routing for Wireless Datagram Networks (new)

Distributed shortest-path routing protocols for wired networks either describe the entire
topology of a network or provide a digest of the topology to every router. They continually
update the state describing the topology at all routers as the topology changes to �nd
correct routes for all destinations. Hence, to �nd routes robustly, they generate routing
protocol message tra�c proportional to the product of the number of routers in the network
and the rate of topological change in the network. Current ad-hoc routing protocols,
designed speci�cally for mobile, wireless networks, exhibit similar scaling properties. It is
the reliance of these routing protocols on state concerning all links in the network, or all
links on a path between a source and destination, that is responsible for their poor scaling.

We present Greedy Perimeter Stateless Routing (GPSR), a novel routing protocol for
wireless datagram networks that uses the positions of routers and a packet's destination
to make packet forwarding decisions. GPSR makes greedy forwarding decisions using only
information about a router's immediate neighbors in the network topology. When a packet
reaches a region where greedy forwarding is impossible, the algorithm recovers by routing
around the perimeter of the region. By keeping state only about the local topology, GPSR
scales better in per-router state than shortest-path and ad-hoc routing protocols as the
number of network destinations increases. Under mobility's frequent topology changes,
GPSR can use local topology information to �nd correct new routes quickly. We describe
the GPSR protocol, and use extensive simulation of mobile wireless networks to compare its
performance with that of Dynamic Source Routing. Our simulations demonstrate GPSR's
scalability on densely deployed wireless networks.

[Brad Karp (intern, and ICSI)]

1.2.7 Extensible Open Router Platform (new)

IP router software currently di�ers from software written for desktop computers in that it
tends to be written for a speci�c manufacturer's router family rather than being portable
across systems from many di�erent manufacturers. Whilst this makes sense in the case
of code that interacts closely with high-speed forwarding engines, this observation also
holds true for higher-level software such as routing protocols and management software.
In addition, the APIs that would enable such higher-level software to be written by third
parties are typically also not made public.

We plan to develop an open and extensible software platform for routers that might
change this router software development model.

There are two main parts to such a platform:

1. Higher-level routing code comprising the routing protocols, routing information bases,
and management software necessary to exist in today's Internet.

2. Low-level kernel code comprising an e�cient forwarding path, together with the
appropriate APIs to talk to routing code and to talk to additional higher-level func-
tionality that is likely to be added later.

At the higher-level, the project needs to develop an architecture for interconnecting higher-
level protocol modules in a manner that is e�cient, but also modular and exible. The
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APIs between these modules need to be carefully designed and well speci�ed to allow
third-parties to contribute new modules that extend the functionality of the router. It is
important that such extensions can be in binary-only form so that a wide range of third-
party business models are possible. It is also important that a router can use well-veri�ed
trusted routing modules at the same time as experimental third-party modules without
unduly compromising the stability of the router. In this way such a router platform would
stimulate early experimentation and deployment of new network functionality. For good
operational reasons, this is extremely di�cult in the current Internet.

At the low level the architecture needs to be capable of spanning a large range of
hardware forwarding platforms, ranging from commodity PC hardware at the low end,
through mid-range PC-based platforms enhanced with intelligent network interfaces, to
high-end hardware-based forwarding engines. Initially we plan to focus on a PC-based
hardware platform as this allows for easy testing and early deployment, but great care will
be taken to design a modular forwarding path architecture which can support some or all
of the forwarding functions happening in hardware.

The primary motivation for ACIRI's involvement with this is that it is becoming in-
creasingly hard for researchers to inuence the development of protocols that require router
support unless we can convince a router vendor that they have a business case for the pro-
tocol in question. However we also believe that if the project is completely successful, it
may result in a change in the way that commercial router software is developed, allowing
more competition and resulting in lower costs and better software for ISPs.

This project will be co-funded by Intel.
[Mark Handley]

1.3 Research on Internet Operations

The two main areas of research in Internet operations are (1) Measurement and Analysis,
and (2) Network Intrusion Detection.

1.3.1 Measurement and Analysis

� Measurement Infrastructure (ongoing)

Historically, the Internet has been woefully under-measured and under-instrumented.
The problem is only getting worse with the network's ever-increasing size. The Na-
tional Internet Measurement Infrastructure project (NIMI), for which ACIRI provides
technical leadership, aims to develop a scalable architecture for deploying and op-
erating measurement infrastructures, i.e., a collection of measurement \platforms"
that can cooperatively measure the properties of Internet paths and clouds by trans-
mitting test tra�c among themselves. The architecture emphasizes decentralized
control of measurements; strong authentication and security; mechanisms for both
maintaining tight administrative control over who can perform what measurements
using which platforms, and delegation of some forms of measurement as a site's mea-
surement policy permits; and simple con�guration and maintenance of platforms.
NIMI currently has 45 hosts.
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[Vern Paxson, with Andrew Adams (Pittsburgh Supercomputing Center)]

� Multicast Inference of Network Characteristics (ongoing)

This project seeks to infer the properties of individual network links from the end-
to-end drop and delay characteristics of multicast tra�c. Such \tomography" ap-
proaches o�er the intriguing possibility of pinpointing network performance problems
without requiring ubiquitous measurement access to individual routers.

[Vern Paxson, with Nick Du�eld (AT&T), Don Towsley (UMass), and numerous
others]

� A Benchmark for Content Distribution (new)

In the last few years content distribution networks (CDNs) have emerged as a mech-
anism to deliver content to end users on behalf of origin sites. To date, there has
been little work to soundly assess the performance of CDNs. This project strives to
develop a sound methodology for benchmarking CDNs based on evaluating the dif-
ferent factors a�ecting the time for clients to load a \canonical page" from a CDN's
servers. The methodology focuses on the end user's perceived latency and is suitable
for CDNs using popular techniques, such as DNS redirection, that are visible at the
Web browser client.

[Vern Paxson, Yin Zhang, with Balachander Krishnamurthy (AT&T), Craig Wills
(WPI)]

� Stationarity of Internet Path Properties (new)

A basic question concerning how the Internet behaves is the extent to which network
properties are well-modeled as stationary. Using data gathered from the NIMI mea-
surement infrastructure, we have investigated the degree to which network routing,
packet loss, packet delay, and TCP throughput are stable, using several di�erent
de�nitions of stationarity.

[Vern Paxson, Yin Zhang (intern), and Scott Shenker]

� DNS analysis (new)

This e�ort aims to update the groundbreaking DNS study by Danzig and colleagues,
published in Proc. SIGCOMM '92. We have begun gathering traces from a wide
variety of perspectives within the DNS, including dialup end-users, campus name
servers, top-level domain servers, regional and backbone perspectives, and root name
servers.

[Vern Paxson, Mark Handley, Brad Karp (intern, and ICSI)]

� Impact of Routing Policy on Internet Paths (new)

The impact of routing policy on Internet paths is poorly understood. Policy can
inate shortest-router-hop paths but, to our knowledge, the extent of this ination
has not been previously examined. Using a simpli�ed model of routing policy in
the Internet, we obtain approximate indications of the impact of policy routing on

15



Internet paths. Our �ndings suggest that routing policy does impact the length of
Internet paths signi�cantly. For instance, in our model of routing policy, some 20%
of Internet paths are inated by more than �ve router-level hops.

[Scott Shenker, Ramesh Govindan (USC), Deborah Estrin (UCLA), Hongsuda Tang-
munarunkit (USC)]

� TCP Behavior Inference Tool (new)

There are a range of TCP congestion control behaviors in deployed TCP implemen-
tations, include Tahoe, Reno, NewReno, and Sack TCP, which date from 1988, 1990,
1996, and 1996, respectively. We recently asked the question \What fraction of the
non-SACK TCP ows in the Internet use NewReno instead of Reno congestion con-
trol mechanisms? ". One reason for asking the question \Who uses NewReno TCP?"
is to better understand the migration of new congestion control mechanisms to the
public Internet. A second reason to ask the question is to discourage network re-
searchers from extensive investigations of the negative impacts of Reno TCP's poor
performance when multiple packets are dropped from a window of data, if in fact
Reno TCP is already being replaced by NewReno TCP in the Internet. A third rea-
son to investigate the TCP congestion control mechanisms actually deployed in the
public Internet is that it is always useful to occasionally step back from our models,
analysis, and simulations, and look at the Internet itself.

Inferring the congestion control behavior of a remote host can be done to some extent
by actively initiating a transfer of data from a remote host over a TCP connection,
and then passively monitoring the connection's congestion control responses to packet
drops on congested links within the network, if in fact packets are dropped. Passive
monitoring was used by Paxson in previous work. However, it is di�cult to determine
TCP congestion control behaviors through passive monitoring, because one has to
wait for the desired pattern of packet drops to occur.

We have developed a tool, called the TCP Behavior Inference Tool (TBIT) for an-
swering this and related questions about TCP behavior. The tool uses some of the
code developed by the Sting project. TBIT allows the user to control the receipt
and sending of TCP packets at the local host, thus introducing speci�c packet drops
at the host itself. Apart from testing for the congestion control \avor", TBIT is
capable of testing for correctness of SACK implementation, use of timestamps, ECN
capabilities and several other TCP behaviors. Both the TBIT source code and the
experimental results are available from the TBIT Web Page [70]. TBIT has already
helped detect and correct bugs in Microsoft, Cisco and IBM products.

We plan to continue the TBIT work in several ways:

{ Better correlation of TBIT results with operating systems. We are currently
running NMAP scans on over 27,000 hosts to correlate TBIT results with speci�c
operating systems. This project has been made possible by kind assistance of
Aaron Hughes of bind.com.

{ Evolve TBIT into a complete TCP conformance testing tool. Such a tool should
be of interest to OS vendors as well as ISPs that provide web hosting facilities.
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Graduate students from Columbia University, working under the guidance of
Prof. Daniel Rubenstein have expressed interest in helping us add more tests
to TBIT to achieve this goal.

{ Automatic generation of NS models. TBIT provides a characterization of TCP
on a remote web server, and this characterization can be used to generate an
NS model of that TCP variant.

[Sally Floyd, Jitendra Padhye]

1.3.2 Network Intrusion Detection

� Bro (ongoing)

The Bro project (LBNL and ACIRI) is a network intrusion detection system. It
sni�s packets coming across a network link such as DMZ or a sensitive LAN and uses
an event engine to analyze the tra�c and extract from it events at di�erent levels
(e.g., connection attempted; user authenticated; FTP �le retrieve request; new line
of Telnet output). It then determines whether the tra�c is consistent with the site's
policy by running the series of events as input to a script that expresses the policy in
a domain-speci�c language. The script can maintain and modify global state, record
information to stable storage, synthesize new events, generate real-time alerts, and
invoke shell scripts as a form of "reactive �rewall".

Bro is currently operational at several sites (ICSI, LBNL, UCB, NERSC, ESNET,
JGI). The code, signi�cantly extended over this past year, is freely available.

[Vern Paxson]

� Detecting stepping stones (new)

One widely-used technique by which network attackers attain anonymity and com-
plicate their apprehension is by employing \stepping stones": they launch attacks
not from their own computer but from intermediary hosts that they previously com-
promised. We developed an e�cient algorithm for detecting stepping stones by mon-
itoring a site's Internet access link. The algorithm is based on the distinctive charac-
teristics (packet size, timing) of interactive tra�c, and not on connection contents,
and hence can be used to �nd stepping stones even when the tra�c is encrypted. We
evaluated the algorithm on large Internet access traces and found that it performs
quite well. However, the success of the algorithm is tempered by the discovery that
large sites have many users who routinely traverse stepping stones for a variety of
legitimate reasons. Hence, stepping-stone detection also requires a signi�cant policy
component for separating allowable stepping-stone pairs from surreptitious access.

[Vern Paxson, Yin Zhang (intern)]

� Detecting backdoors (new)

"Backdoors" are often installed by attackers who have compromised a system to ease
their subsequent return to the system. We considered the problem of identifying a
large class of backdoors, namely those providing interactive access on non-standard
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ports, by passively monitoring a site's Internet access link. We developed a general
algorithm for detecting interactive tra�c based on packet size and timing character-
istics, and a set of protocol-speci�c algorithms that look for signatures distinctive to
particular protocols. We evaluated the algorithms on large Internet access traces and
�nd that they perform quite well. In addition, some of the algorithms are amenable to
pre�ltering using a stateless packet �lter, which yields a major performance increase
at little or no loss of accuracy. However, the success of the algorithms is tempered by
the discovery that large sites have many users who routinely access what are in fact
benign backdoors, such as servers running on non-standard ports not to hide, but for
mundane administrative reasons. Hence, backdoor detection also requires a signif-
icant policy component for separating allowable backdoor access from surreptitious
access.

[Vern Paxson, Yin Zhang (intern)]

� ITREX (new)

ITREX (Internet Trap and Trace Experiments) is a collaborative e�ort to attempt
to traceback attackers across the Internet, essentially a generalization of the stepping
stone detection problem to the setting of multiple sites.

[Vern Paxson, Stuart Staniford (Silicon Defense), and Felix Wu (UC Davis)]

� Normalizer (ongoing)

There are many ways one can perturb tra�c to make it di�cult for a network intru-
sion detection system to unambiguously interpret the packet stream; for instance, a
retransmission can contain di�erent data than the original packet. This is a funda-
mental problem for network intrusion detection, in the sense that if it is not solved,
network intrusion detection is doomed|because just as attackers today use a wide
variety of toolkits to automate their attacks, so too will they use a wide variety of
evasion toolkits to escape detection. Indeed, such toolkits already exists, and Phrack
magazine, the e�ective journal of record for the attacker underground, has already
published an article on the topic.

A tra�c normalizer is a box that takes a packet stream and attempts to reshape the
tra�c owing through it in order to eliminate ambiguities that can facilitate evasion,
but while leaving the end-to-end semantics of the stream unperturbed. A draft paper
has been written and further work is continuing.

[Vern Paxson, Mark Handley, Christian Kreibich (ICSI)]

� Reectors (new)

A potentially devastating counter that distributed denial-of-service attackers can use
to attempt to thwart proposed techniques for tracking back spoofed tra�c ows to
their source is to bounce their attack tra�c o� of "reectors", i.e., any Internet host
that when sent a packet will return one in reply. In this work we discuss the general
problem and analyze the di�erent types of reectors available in the Internet to assess
the degree to which we can defend against reector attacks.
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[Vern Paxson]

1.4 Research on Internet Theory

We have several Internet theory projects; they don't fall into obvious categories, so each
project will be listed separately.

1.4.1 Randomized Rumor Spreading (new)

This project deals with the problem of spreading rumors in a distributed environment us-
ing randomized communication. In particular, we envisage the class of so-called epidemic
algorithms which are commonly used for the lazy transmission of updates to distributed
copies of a database. We introduce the random phone call model in order to investigate the
possibilities and limits of this class of broadcasting algorithms. In this model, n players
communicate in parallel communication rounds. In each round, each player calls a ran-
domly selected communication partner. Whenever communication is established between
two players, each one must decide which rumors to transmit. The major problem (arising
due to the randomization) is that players do not know which rumors their communication
partners have already received. In order to illustrate this problem, we will give a simple
example of a commonly used algorithm in which each individual rumor is transmitted
�(n lnn) times.

In this paper, we investigate whether a large communication overhead is inherent to
epidemic algorithms using randomized rumor spreading or can be reduced signi�cantly. We
show that there is an algorithm using only O(lnn) rounds and O(n ln lnn) transmissions.
We prove the robustness of this algorithm against adversarial node failures and inaccuracies
in the randomized selection of the communication partners. Furthermore, we show that
our algorithm is optimal among those algorithms in which the actions of the players do
not depend on the addresses of their communication partners. Finally, we give a lower
bound for general algorithms showing that time- and communication-optimality cannot be
achieved simultaneously. In particular, we prove that any algorithm (based on the random
phone call model) that distributes a rumor in O(lnn) rounds needs to send !(n) messages
on expectation.

[Richard Karp, Scott Shenker, C. Schindelhauer (ICSI), B. V�ocking (ICSI)]

1.4.2 Internet Topology (new)

In the past decade, tra�c measurement and modelling has become an established and
important tool in understanding the Internet. Much more recently, but in a similar manner,
the measurement and modelling of Internet topology has started to receive signi�cant
attention. In this project, we are using the recently obtained empirical maps of the Internet
to investigate how best to model the Internet topology. We �nd that a simple power-law
random graph (PLRG) is the best model (among current contenders) for describing the
Internet, and that such reasonably describe many other large-scale graphs (web, call-graph,
airline routing, etc.).

19



[Scott Shenker, Walter Willinger (AT&T), Ramesh Govindan (USC), Sugih Jamin (U.
Mich.), Hongsuda Tangmunarunkit (USC)]

1.4.3 Learning and Game Theory in Internet-like Settings (new)

Game theory has often been applied to the Internet, both for the design of low-level proto-
cols and for the interaction of sel�sh agents over the Internet. Typically these treatments
adopt the canonical notions of game-theoretic equilibria (Nash, etc.). However, the moti-
vations for these equilibrium notions (full information, etc.) do not apply to the Internet.
In this project we examine through experiments the implications of the Internet setting
(low information, asynchronous play, etc.) to notions of equilibrium. For a dominance
solvable version of a Cournot oligopoly with di�erentiated products, we �nd little evidence
of convergence to the Nash equilibrium. In an asynchronous setting, play tends toward the
Stackelberg outcome. Convergence is signi�cantly more robust for a \Serial Cost Sharing"
game (which resembles Fair Queueing), which satis�es a stronger solution concept of over-
whelmed solvability. However, as the number of players grows, this improved convergence
tends to diminish. This seems to be driven by high and correlated experimentation or noise
and demonstrates that even when play converges, the convergence times may be too long
to be of practical signi�cance.

[Scott Shenker, Eric Friedman (Rutgers), Barry Sopher (Rutgers), Mike Shor]

1.4.4 Application Layer Multicast (new)

Multicast is a basic Internet function enabling any member of a group of Internet hosts
to send a message to all the other members. Multicast is typically implemented in the
IP layer by creating a tree of links and routers. A message can then be transmitted from
any group member to all the others by transmitting the packets of the message across the
tree, with each packet traversing each link in the tree once. IP multicast has been di�cult
to deploy because of issues of scalability, congestion control, error recovery and network
management. Recently, it has been suggested (e.g., Francis's work on Yoid or a recent paper
by Chu, Rao, and Zhang) that multicast can be implemented in the application layer by
con�guring the group members into a `virtual tree' and distributing messages by unicast
transmissions among the nodes of this tree. Within a graph-theoretic abstraction Richard
Karp and Claire Kenyon have studied the relative e�ciency of this approach compared to
IP multicast.

The vertices of the virtual tree T are the group members, and each edge represents
a path in the Internet between the group members at the ends of the edge. A multicast
message can be simulated by a single unicast along each edge of the virtual tree.

Several criteria are used to measure the performance of simulated multicast on the
virtual tree T . SIZE(T ) denotes the total number of hops required to multicast to all
group members. DELAY (T ) denotes the maximum number of hops between any two
nodes in T , and STRESS(T ) is the maximum load that T imposes on any link in the
Internet.

We would like to construct a virtual tree whose size and delay are not much greater
than the size and delay of conventional IP multicast, and whose stress is small. We give
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a construction which simultaneously achieves small size and small delay, and a second
construction simultaneously achieving small size and small stress. These constructions
require knowledge of the number of hops between any two group members, but do not
require knowledge of the actual routes between the group members. We also show that
there is an inherent antagonism between stress and delay; it is not possible in general to
achieve both small stress and small delay, even if the routes between group members are
known.

[Richard Karp, Claire Kenyon (University of Paris)]

1.4.5 Fairness in AIMD Congestion Control (new)

An Additive-Increase Multiplicative-Decrease (AIMD) transmission policy can be described
by two parameters, the slope A and the drop fractionD; A is the amount by which the ow
rate increases per successful packet transmission, and D is the fraction by which the rate
is reduced after a packet drop. A key question is how the average bandwidth available to a
ow depends on these two parameters. Previous studies of this question have used simple
stochastic or deterministic models of the occurrence of packet drops.

We have conducted the �rst investigation of AIMD performance under an adversarial
model of packet drops. They consider a situation in which several concurrent AIMD ows
with di�erent parameters are subjected to packet drops at the same times. Their main
conclusion is that, even under this worst-case adversarial model, it is not possible for one
ow to deprive another ow of its fair share of bandwidth by aggressively increasing its
slope or reducing its drop fraction. They show that, even if an adversary can choose the
times of the packet drops, the average bandwidth available to a ow is proportional to its
slope, and the ratio by which a ow can increase its average bandwidth by reducing its
drop fraction from D1 to D2 cannot exceed an absolute constant times the ratio D1=D2.

[Richard Karp, Michael Luby (Digital Fountain), and Avi Wigderson (IAS)]

1.5 Community Activities

ACIRI members engage in a wide range of community activities. While many of these
activities are quite standard (program committees, editorial boards, journal reviewing,
etc.) and won't be listed here, this report will focus on the activities that are more central
to the Internet community.

1.5.1 IETF

The Internet Engineering Task Force (IETF) is the most relevant standards body for
the Internet. Sally Floyd, Mark Handley, and Vern Paxson serve on the Transport Area
Directorate, an advisory body for the Transport Area, and are otherwise quite active
in the IETF. Sally Floyd and Mark Handley attended the IAB Workshop on Wireless
Internetworking in March. Vern Paxson chairs the working group on Endpoint Congestion
Management, and �nished his term on the IESG as area director for the Transport area in
March. The TCP Implementation working group, which he co-chaired, concluded its work
items and closed in October.
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1.5.2 NANOG

The North American Network Operators Group (NANOG) provides a forum for the ex-
change of technical information among network operators. Sally Floyd and Jitendra Padhye
attended the October NANOG meeting. Jitu gave a presentation entitled \TBIT: TCP
Behavior Inference Tool" and Sally gave a presentation entitled \A Request for Information
About the Deployment of RED."

1.5.3 SIGCOMM and IRTF

The Internet Research Task Force (IRTF) is the research counterpart of the IETF. Sally
Floyd and Scott Shenker are members of the IRTF End-to-End Research Group, and Vern
Paxson and Mark Handley are frequent invitees to its meetings. Mark Handley is chair of
the IRTF Reliable Multicast Research Group, and also a member of the Internet Research
Steering Group (IRSG).

SIGCOMM is ACM's special interest group on communications, and is the primary
academic research organization for the Internet community. Sally Floyd is the current
chair of the SIGCOMM Technical Advisory Committee, and Scott Shenker is the outgoing
chair and continues to serve on the committee. Several members of ACIRI serve quite
regularly on the SIGCOMM Program Committee.

1.5.4 NS simulator

The widely-used NS simulator [4] is based on the original simulator developed at UCB by
Steve McCanne and Sally Floyd. Sally Floyd has been involved in the development of NS
from the project's inception, and continues to participate in the bi-weekly NS meetings
and other general oversight activities. We are also actively developing new functionality
and new validation test suites for NS.
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2 Network Services and Applications

2.1 Overview

After the broad research activities of the previous year, the Network Services and Appli-
cations Group has shifted its main activities to exploration of key issues in the area of
mobility and related aspects of the Internet. The goal is to contribute signi�cantly to the
following network research areas:

� Internet protocols for mobile support

� mobility management

� applicability of existing networking Quality of Services approaches for mobility

� routing algorithms

But mobility aspects are not only related to these network topics or to technologies such
as wireless or Mobile IP. Other topics like ubiquitous computing, Quality of Service (QoS),
security, service provisioning, and even more application-relevant issues like e-commerce
also have considerable impact on mobile Internet access. In addition to the network aspects,
the NSA group also focuses on the following topics:

� ubiquitous computing, o�ering information access beyond provider/technology bound-
aries.

� security, because wireless access and mobile scenarios require a higher degree of secu-
rity features (e.g. authentication, authorization, accounting, encryption, unobserv-
ability) than needed by wired access.

2.2 USAIA: Ubiquitous Service Access Internet

Architecture

Recent initiatives to add mobility to the Internet and packet data services to third gen-
eration cellular systems are being considered by mobile service providers as candidate
technologies for the delivery of IP data to mobile users. However, both of these candidate
technologies have shortcomings. Mobile IP represents a simple and scalable global mobility
solution but lacks support for fast hando� control, real-time location tracking, authenti-
cation and distributed policy management found in cellular networks today. In contrast,
third generation cellular systems o�er seamless mobility support but are built on complex
and costly connection-oriented networking infrastructures that lack the inherent exibility,
robustness and scalability found in IP networks. Future wireless networks should be ca-
pable of combining the strengths of both approaches without inheriting their weaknesses.
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This motivates us to focus on all-IP networks to provide an integrated solution for the
ongoing convergence of IP and mobile telecommunications in wireless networks. The in-
clusion of IP-centric mobile telecommunications networks presents a number of challenges
that we want to address with respect to QoS. In this project we have de�ned a framework
that permits the provision of Quality of Service (QoS) independent of the movement of
users. On each identi�ed network level (cell, AD, global) we have de�ned QoS mechanisms
in conjunction with appropriate mobility management schemes. The interrelationship of
these network levels is depicted in the following �gure.

Global
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Local

(DiffServ)
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DiffServ

IntServ/
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Services

Applications

  Network
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    QoS
Management

Figure 1: Interrelationship between the QoS and mobility planes of USAIA.

One of the principal challenges is to set up resources in advance (active and passive
reservations, see next �gure) on the cell level without overloading the air interface with
control tra�c. All necessary protocols between the mobile node and the base station have
been de�ned with respect to simplicity without neglecting the end- to-end scope. For
details and further information refer to [1].

Simulations, development of a Petri net for the cell level, and a prototypical implemen-
tation plan will be the �nal result of this project. The work is coordinated with similar
activities at Siemens AG and the Georgia Institute of Technology in Atlanta.

2.3 Mobile Network Architecture for Vehicles

In this joint project with Daimler Chrysler Research Palo Alto, the current potential to
provide seamless connectivity from vehicles to the global internet, assuming di�erent air
interfaces like GPRS, Richochet and WLAN, was investigated. The �rst steps de�ned an
architecture and extent the network simulation tool ns with all necessary extensions [2].
The second step provided some simulations for all mentioned wireless technologies with
respect to TCP as the transport protocol. We compared several TCP variants (e.g. Reno)
and parameter settings (e.g packet size) to �gure out the delay for hando�s between these
di�erent technologies, as seen in the next �gure.

A detailed report on the achieved simulation results will be published soon.
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Figure 2: Active and passive reservation handling.

2.4 Routing for mobile access scenarios

2.4.1 Exploration of active routing

Conventional routing protocols work concurrently with data packet forwarding. These
protocols exchange some information between routers in order to learn and/or to update
the routes for data packets. Most of them have been designed to adapt to network tra�c
changes. Topological changes are also accounted for, but the assumption is that these
changes will not happen very often. Active routing assumes there are not two di�erent
tasks such as routing and forwarding but only one. Routing functions are triggered by
user data. Each active packet contains not only data but routing instructions. Therefore
networks that use active routing do not have pre-established routing protocols but leave
it to the users to decide what routing protocols to use. In fact, every user can opt for
a di�erent routing protocol. Active routers process the routing information contained in
each active packet and interpret its routing commands. By exposing routing functions to
network users, the most suitable algorithms for the desired quality of service can be chosen.
At the same time, network users become aware of network load conditions.

The application of active routing is being considered in our project. However, because
of security constraints we restrict the active routing zone only to the access network. The
main advantage of our approach is that by using active routing, a mixture of several routing
protocols can be obtained. Some routing protocols are more e�cient for a certain class
of tra�c. A mapping of di�erent quality of service levels to di�erent routing protocols is
under study.
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2.4.2 Ad-hoc and infrastructure-based networks convergence

Wireless data networks are made of nodes, sometimes mobile nodes, and some forwarding
mechanism that allows node to node communication even when source and destination
nodes are far apart. Cellular networks are one successful example of what we call an
infrastructure-based network. A set of wireless and linked stations, called base stations,
provides end-node one-hop access to the network. Every transmitting node sends its data
packets to the closest base station. The base station forwards the packet through the
intra-base station network (either wireless or wire line) to the base station closest to the
destination node. This base station then sends the packet to the destination node wirelessly.

In Wireless Local Area Networks (WLANs) the base stations are called Access Points
(AP) and their function is quite similar. IEEE 802.11 working group developed a speci�-
cation that provided 1 and 2 Mbps wireless short-range communication. The new 802.11b
revision provides 11 Mbps. These networks provide wireless access to the company or
campus wired network. Of course it is possible to have a WLAN not connected to any
wire line network, just made of wireless nodes. It is also possible to have no Access Points
(Aps) if nodes are set to ad-hoc networking.

But ad-hoc networks are only made of a set of nodes that can communicate wirelessly.
No other forwarding elements are present. Therefore, each node must also act as a router.
In this way any data packet can be forwarded to its intended destination through a route
of several hops. In order to �nd routes, network nodes need a routing algorithm. Several
proposals are being discussed at IETF's MANET group. Routing function will provide
end to end connectivity whenever possible. But occasionally a node may go too far away
from the rest and become isolated. This can also happen because of a node's motion; the
network becomes partitioned so a set of nodes cannot communicate to nodes outside. The
focus of this project is to evaluate the impact and feasibility of a hybrid operational mode
for WLAN adapters. Complementary routing functions will be evaluated too.
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2.5 Content Delivery and Source Speci�c Multicast Deployment

Within ICSI, KPN Research worked on a project called IP Spray. This project is concerned
with content delivery and multicast on broadband ISP access networks. A result of this
project is a blueprint for content delivery and multicast deployment, and the KPN ISP
environment in particular as a use case.

A topic that has been addressed more speci�cally is Source Speci�c Multicast. Source
Speci�c Multicast (SSM) is a special case of IP Multicast: the number of senders to a group
is limited number and the receivers are able to inform the network about those senders.
One of the most complicated issues with IP Multicast is the mechanism to get the tra�c
from all senders. This is not necessary with SSM because the receivers explicitly specify
the senders. This relieves network operators from di�cult con�gurations. Source Speci�c
Multicast has been tested within this project. Within the SSM architecture, the IGMPv3
protocol is used by the receivers to inform the network about the senders. Within this
project an implementation of the IGMPv3 protocol within the FreeBSD operating system
has been developed and made available. This implementation has been used by a number
of manufacturers such as Cisco, Lucent, Juniper and 3Com to test their products.

2.6 Further activities

2.6.1 Project Proposal: Joint activity of NSA group

The rapid growth and evolution of wireless networks and the uncontested success of the
Internet will result in ubiquitous access to the Internet independent of time and location.
An important issue in the Internet, and consequently in every network connected to it,
is the support for multimedia applications. Wireless/mobile Internet access brings in a
number of complications on the network level that are not well considered for the usage of
those applications. These complications include:

� the available bandwidth is narrow (especially during movements) in comparison to
wireline access

� communication conditions such as error rate change dynamically due to the e�ect of
fading

� on small devices, the capabilities are restricted due to portability

In this context, the support of interactive multimedia applications has additional re-
quirements:

� asynchronous tra�c patterns for upstream/downstream

� real-time support for both, short-lived interactions and content delivery

� mostly one-to-many multicast communication pattern
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Our project proposal focuses on network topics for mobile access to interactive mul-
timedia applications (e.g. intelligent online classrooms, interactive games, interactive TV
and radio, online customer care) with respect to multicast, mobility management, Quality
of Service (QoS) support, routing, and their interrelationship on the network level, see the
following Figure.

 
 
 
 
 
     
 
 
 
 
      
         

 

mobility 
management 

multicast routing 

Quality of 
Service 

Figure 4: Networking topics and their mutual inuence with respect to mobile multimedia
applications.

The goals of this project are twofold. First, the networking requirements for seamless
mobile access to interactive multimedia applications will be examined with respect to
3rd and 4th (and beyond) generation wireless networks. The applicability of IP centric
functionality with respect to multicast, QoS support, mobility management, and routing
is investigated to derive solutions, which could also be seen as building blocks for future
generations of all IP-based wireless networks. Second, after prototypical implementations,
a real scenario based on an intelligent classroom application is set up to verify our achieved
results. For details refer to [3].

2.6.2 Multi area IP tra�c engineering with MLPS

With the advent of MultiProtocol Label Switching (MPLS), technologies that seemed to
be impractical in the Internet become possible. One of these is tra�c engineering for
IP networks. MPLS gives routing control to the tra�c engineer, separating routing and
forwarding on the network layer (OSI layer 3). In particular, it allows the use of explicitly
routed paths which is fundamental for tra�c engineering.

In this ongoing work we combine current intra-domain MPLS tra�c engineering meth-
ods and intra-domain QoS routing concepts for novel routing algorithms between areas
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Figure 5: Di�erent forwarding paths in a MPLS capable domain based on ingress LSR
decisions.

in a single domain. Our investigations take into consideration the tradeo� between the
necessary update intervals of network state information versus signaling overhead, and the
degree of the provided QoS information. The main focus is the development of optimized
method for QoS routing and Label Switched Path (LSP) setup over several areas within
a single domain. We expect that these developed methods can also be used as a basis for
inter-domain information exchange.

2.6.3 Modeling of Error Patterns in Transmission Channels

The use of Hidden Markov models for modeling transmission channels and the analysis
and evaluation of di�erent error coding techniques is a powerful method to ensure reliable
transmission of data. Based on the models for mobile radio channel we extended their
applicability to the transmission of video data. In this context, it seemed to be very auspi-
cious to modify the previously developed channel model in a corresponding way; i.e. against
the background of video transmissions the unpredictable disturbances or so-called channel
noise has been adequately described on the di�erent network layers. The error-correcting
mechanisms being used on the di�erent network layers could then be evaluated based on
the modi�ed channel model. In this context, it has been di�erentiated between so-called
random and burst error-correcting codes depending on the error-correcting capabilities of
the considered code. The residual error rate served as an appropriate criterion for the eval-
uation of the e�ciency or the success of an error-correcting technique. While determining
the residual error rate the di�erent algebraic structures of di�erent error-correcting codes
have been considered.

In connection with video transmissions, the development of cell loss can be modeled by
Markov models or even better by an appropriate autoregressive process. For an evaluation
of error-correcting codes the developed channel model has been modi�ed and adapted in a
way appropriate to such an autoregressive error process. First steps in this direction have
been taken, and an extension of the former underlying Markov model to an autoregressive
error process has been further developed. Moreover, new implementations based on this
modi�ed approach con�rm the results so far and demonstrate that if the correlation be-
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tween transmission errors exceeds a certain level, then the use of a burst error-correcting
code should be preferred.

For an evaluation of the e�ciency of an error-correcting code, the residual error rate
as a measure for the success of the considered code need not be exactly calculated because
the computational expense of an exact calculation grows rapidly when the code length is
increased. For this reason, an approximation formula has been developed. Former ap-
proaches for such a formula have been further developed. As a result, a closed expression
has been proved in order to calculate the residual error rate of an error-correcting code.
In this context, i.e. while developing this approximation formula, the di�erent algebraic
structures of error- correcting codes and therefore their di�erent error-correcting capabili-
ties have been taken into account. Under the conditions that

qGG; qGB; qBG and qBB

denote the transition probabilities of the underlying Markov model, the approximation
formula for a burst error-correcting code results in:
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In this context, the parameters n, b and l denote the code length, the length of a burst
error which can be corrected by the considered code and the length of the transmission
phase. By means of this approximation formula su�cient results can be achieved. The
deviation from the exact calculation of the residual error rate is about 1success of the
considered code. Furthermore, the proof of this approximation formula is based on a
complex relation between two hyper-geometric series. Here, a hyper-geometric series is
de�ned as follows:
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The parameters a1; : : : ; au 2 IR as well as b1; : : : ; bv 2 IR>0 and ajk and bjl denote for all
1 � k � u and all 1 � l � v the so-called upper Pochhammer symbols.

After an intensive study of hyper-geometric series it turned out that the above men-
tioned complex relation between a hyper-geometric series and its derivation was not known
before in this form. After further detailed veri�cations the proof of this relation will be
published in an appropriate mathematical journal. This relation will have an impact on
further mathematical �elds which make use of hyper-geometric series .
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3 Speech Processing: Signals and Systems (the Real-

ization Group)

The Realization Group at ICSI (renamed the Speech Group as of summer 2001) has been
expanding its work in topics related to automatic speech recognition. For each area, a
strong local program is augmented by strategic collaborations outside of ICSI, including a
new DARPA-funded program conducted jointly with the University of Washington. The
local e�orts have been headed in 2000 by senior researchers Ellis, Greenberg, Hermansky,
and Morgan, as well as by SRI visitors Shriberg and Stolcke. As has always been the case,
major contributions have been made by students, postdoctoral Fellows, and visitors.

3.1 Speech Signal Modeling

The group has a number of projects focused on processing and modeling speech signals in
order to provide fundamental information that can be incorporated in systems for recog-
nition of spoken language and other related goals.

� Discriminative acoustic processing for ASR based on frequency localized
temporal cues.

Conventional acoustic processing in current ASR is based on maximizing the likeli-
hood of a Gaussian mixture model (GMM) that could have generated a very short
(about 10 msec) segment of the speech signal with a given spectral envelope. We
believe that this is not the way human listeners decode the linguistic message in the
speech signal. While the best machine methods may not ultimately be the same as
the approach that humans use, it seems illogical to ignore the characteristics of a
system that works so much better than our current machine e�orts. Therefore, we
have pursued an alternative paradigm, where the goal is to independently optimize
discriminability of rather long (about 1 sec) temporal patterns of frequency-localized
spectral energies at di�erent parts of the available speech spectrum.

Towards this goal we investigated mutual information between phoneme labels in
hand-labeled speech and di�erent regions in the time-frequency plane as a means
for discovering the relative saliency of di�erent regions of the time-spectral pattern
of speech [25], [26], [27], linear discriminant analysis of short-term spectral vectors
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[16], [19], of temporal patterns of critical-band spectral energies [23], [24], [13], and
of two-dimensional time-frequency patterns [18]. The results of this research support
the optimality of the speech code with respect to properties of human hearing [14],
as well as practical RASTA-like FIR �lters derived by the LDA analysis of temporal
energy patterns [23], [20].

� Multi-stream features

In previous reports we have discussed our work in the design of speech recognition
systems that incorporate multiple probability streams derived from di�erent signal
representations. In work concluded in 2000, we computed optimal signal representa-
tions for di�ering acoustic environments. In thesis work by Mike Shire, it was shown
that combinations of front-end acoustic modeling components that have been trained
in heterogeneous acoustic conditions can improve ASR robustness to acoustic condi-
tions that were not seen during training. Discriminatively trained temporal �lters, in
addition to the discriminatively trained MLP probability estimator, were used to im-
prove each stream's performance in a sample acoustic condition. We found that this
method consistently improved phone classi�cation at the frame level. For the task
of word recognition, on tests with reverberation unseen during training, the multi-
stream system having components trained in both clean and heavy reverberation
produced results signi�cantly superior to the system trained solely in one condition.
Combination results appeared to be best when each of the streams was based upon
di�erent preprocessing strategies.

� Models for Speech Con�dence Estimation

In Masters work by Berkeley student Andrew Hatch [12], discriminant approaches
were applied to the estimation of con�dence scores for recognition. These e�orts
were applied �rst to the ICSI hybrid HMM/ANN system, and then to a combined
estimator incorporating both the ICSI system and the SRI Gaussian Mixture Model
system. The work concluded that sizeable improvements in con�dence estimation for
the hybrid system alone could be achieved by discriminant methods, and in partic-
ular that posterior probability targets derived from forward-backward reestimation
yielded improved scores over con�dences derived from networks that were trained on
phonetic labels corresponding to Viterbi alignments. However, when these estimators
were combined with those from the SRI system, the extension from locally to glob-
ally derived ANN targets did not reect the improvement seen in the single system.
Nonetheless, on a task of signi�cant scale (the Switchboard conversational speech
transcription task), con�dence scores from the hybrid system did yield improved
con�dence estimates in combination with the Gaussian-mixture-based system. Fi-
nally, we learned in the course of this work that the estimation of class priors (which
is critical to the standard use of hybrid HMM/ANN systems) is best done using
adaptive estimation from the test data itself, rather than using static estimates from
the training data. Even when this estimation is done in a completely unsupervised
fashion, both con�dence estimation and speech recognition performance is substan-
tially improved over the static case. Additionally, this adaptive estimation paradigm
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appears to work particularly well on noisy tasks such as the Aurora cellular stan-
dards task, where the adaptation of priors not only appears to assist with particular
speakers, but also with particular acoustic environments.

Warner Warren completed his Ph.D. thesis [28] during this last year, also focused on
the task of con�dence estimation. In this case, the focus was on the use of global
posterior estimates, as de�ned by an earlier thesis by Konig; there the approach was
designated Recursive Estimation of Maximum A posteriori Probabilities (REMAP).
In the new thesis, REMAP's deviation from optimality was explored; in particular
the issue of the global posterior estimates not summing to one over all the classes.
Warren studies the deviation of the model over sequences from the reality, and also
showed both practical and theoretical approaches to partially compensating for the
errors. One simple approach that was important was the per-utterance normalization
of the global posterior estimates. While this would be unnecessary for true posteriors,
in the practical case it is in fact necessary due to the deviation between the model
and the sequence itself, a deviation that increases with the length of the sequence.
This approach led to much better performance, both for reducing false acceptances
and rejections. However, Warren also designed a more elegant approach to optimize
the model subject to a set of statistical constraints (such as the priors, as noted in
Hatch's work), and directly reduce the modeling error. In preliminary experiments,
this approach was shown to signi�cantly reduce the word error rate on the Phonebook
corpus. Overall, this thesis has explored in detail many of the underlying questions we
have had about estimating class posterior distributions. It still raised more questions
than it provides answers, but we now have a much better framework for future
explorations.

� Acoustic change detection

We have been working on the problem of breaking speech into segments with rela-
tively consistent acoustic characteristics, which is sometimes referred to as the acous-
tic change detection (ACD) problem. We have been investigating this in the context
of broadcast news recognition. In particular, we have examined the improvements
possible by clustering separated segments together and using cluster membership
information iteratively to improve segmentation [8]. The interaction between the
acoustic change detection and the clustering approach gave us substantial improve-
ment over previously reported results on the 1997 Hub-4 Broadcast News test set; in
particular, feedback of clustering information improved the Equal Error Rate (EER)
of our ACD system from 26.5% to 18%.

� Prosodic Stress

A continuation of the automatic prosodic stress transcription project looked at var-
ious possibilities for pitch (f0) variation being a more important factor in the per-
ception of acoustic stress than we had previously concluded. Pitch variation within
a syllable was speci�cally looked at in more detail, as well as using various scalings
of pitch, all in an attempt to provide this parameter with every bene�t of the doubt.
The conclusions were the same as before - namely that pitch, while contributing to
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the sensation of stress, is far less important than duration and amplitude. The only
signi�cant transform of the f0 data that appeared to be highly correlated with stress
was one in which segmental duration was conated. When duration was neutralized
(by taking the rate of f0 change, rather than the magnitude of change) the e�ect all
but disappeared, raising the possibility that pitch variation is subservient to duration
with respect to stress marking.

Two papers were written describing the results [21][22], and a presentation was made
to the NIST Speech Transcription Workshop.

� Automatic phonetic transcription

Shawn Chang, Lokendra Shastri and Steve Greenberg developed a system for auto-
matically labeling and segmenting the OGI Numbers corpus at the phonetic-segment
level. They �rst classi�ed the signal in terms of articulatory-acoustic features (such
as voicing, manner and place of articulation, using temporal ow model networks)
and then mapped such feature clusters to phone labels (using MLPs). The results of
these procedures were on the same level as a human transcriber (as assessed by in-
terlabeler agreement). The ALPS (automatic labeling of phonetic segments) system
achieves ca. 80% concordance with the human transcribers [3].

� Articulatory-acoustic patterns in the Switchboard corpus

The pronunciation patterns of the phonetically labeled component of this corpus
were analyzed in terms of articulatory- acoustic features as a function of syllable
position. The metric used was deviation from canonical pronunciation. It was found
that there is a systematic relationship between syllable position and the articulatory-
acoustic feature deviation patterns observed. At onset it is the manner of articulation
feature that deviates from canonical more than others (by far). When other feature
dimensions deviate it is always in tandem with manner deviations. A similar pattern
obtains in coda position, but with the magnitude of deviations about twice as great
as for onsets. Also, there are a signi�cant number of segmental deletions in coda
position (and relatively few at onset). The pronunciation patterns for vocalic nuclei
is entirely di�erent. Here, the manner dimension is highly stable, and the place of
articulation feature most variable. In fact, there is a huge number of deviations
from canonical place in the nucleus. From the pattern of deviations observed it
was concluded that manner and place of articulation are primary feature dimensions
(place being most stable in onset and coda, and manner in nucleus position). Voicing
and rounding appear to be auxiliary dimensions in that they rarely if ever deviate
from canonical states except when manner or place also vary (but not vice versa).
This �nding suggests that articulatory- acoustic features are not independent of each
other (as has been proposed by others) but operate in concert (particularly voicing
with manner, and rounding with place).

This material was presented at the Workshop on Patterns of Speech Sounds in Un-
scripted Communication Production, Perception, Phonology, Akademie Sankelmark,
October 11, 2000 under the title: \Understanding Spoken Language Using Compu-
tational and Statistical Methods", but has not yet been written up for publication.
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3.2 Speech Recognition

The group has a number of projects focused on the recognition of speech per se. In this
section we will focus on the more basic techniques as opposed to the e�orts that are most
closely tied to particular applications (see later section on Applications).

� Tandem acoustic modeling

Following on from our winning entry in the 1999 'Aurora' evaluation conducted by
the European Telecommunications Standards Institute (ETSI) [20], we adapted our
so-called 'Tandem' approach (in which the outputs of a neural network are used as
input features for a conventional Gaussian mixture model (GMM)-based recognizer
[15]) for the 2000 version of task. Following some criticism that last year's version
of the 'noisy digits' task used the same 'noise' in both training and test, the 2000
version included three test conditions with increasing levels of mismatch from the
training data. We found that the Tandem approach continued to perform very well,
and was less adversely a�ected by the condition mismatch than the GMM baseline
system using the HTK toolkit: for the lowest mismatch condition (similar to the
1999 test), a Tandem system based on two networks fed by PLP and MSG features
made, on average, just 49% of the word errors observed for the HTK baseline; on the
highest-mismatch condition, although the absolute errors were a few percent higher,
the Tandem system made just 41.2% as many errors at the HTK system.

Since channel variation was one of the sources of mismatch, some kind of feature
normalization was called for. To support real-time processing and recognition, it is
not possible to rely on statistics of 'entire' utterances since recognition must com-
mence before the utterance has completed. For this reason, we implemented simple
online normalization of mean and variance within our standard speech recognition
tools, and used these to repeat our Aurora tests. Tests to search for the optimal time
constant to use with the running estimates of per-feature mean and variance revealed
surprisingly little sensitivity, although the online normalization was clearly bene�cial
and confers a broad robustness to gain and channel variation on the system.

In addition to the work described above on noisy American English digit strings,
we have also been investigating the applicability of the tandem approach to larger
tasks. In collaboration with researchers at the Oregon Graduate Institute (OGI) and
Carnegie Mellon University (CMU), we developed a Tandem system for the Speech In
Noisy Environments (SPINE) task developed by the Naval Research Labs. This cor-
pus involves a vocabulary of several thousand words, pronounced spontaneously by
military personnel engaged in battle�eld simulations, including signi�cant and diverse
background noise. The tandem system was a component of the best-performing rec-
ognizer in the evaluation, which combined the results of several di�erent approaches
at the hypothesis level.

A subsequent close comparison between the Tandem system and the conventional
variants [4] showed that Tandem features reduced word error rates on this task by
around 30% for the baseline, context-independent GMM-HMM system. The in-
corporation of context-dependent phone models and unsupervised adaptation (via
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MLLR) into the GMM-HMM system improves the Tandem performance, but it has
a greater bene�t on the non-Tandem comparison, with the net result that for these
best-performing systems the advantage of using Tandem features is reduced to only
a few percent. However, these enhancements were optimized for the baseline (non-
Tandem) system, and similar optimization was not performed for the Tandem system,
but could improve the margin of advantage. Also, the SPINE task had a fairly lim-
ited training set size, and the network in the Tandem system would improve if more
data were available. Overall, we were very encouraged that the Tandem approach
continued to o�er advantages on this very di�erent and far more challenging domain.
Work in this direction is continuing. Figure 6 shows the overall structure of our
Tandem system for the SPINE task.
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Figure 6: Block diagram of the tandem recognizer used for the SPINE task.

� Combining information streams

A major theme in our work to improve speech recognition accuracy has been to
exploit combinations of diverse systems in ways to e�ect mutual corrections [6]; for
instance, by combining two di�erent feature extraction algorithms - Perceptual Linear
Prediction (PLP) and Modulation-�ltered Spectrogram (MSG), we routinely see a
10-15% relative reduction in word error rate. This concept is incorporated in the
Tandem work described above, and we have made a detailed study of the di�erences
in performance when the same basic signal features are combined in di�erent ways, for
instance by using a single statistical model, or dividing into several streams, training
models on each, then combining the model results [7].

The complex pattern of performance exhibited by di�erent combination strategies
makes it di�cult to �nd the best-performing recognizer con�guration. In an e�ort to
reduce this uncertainty, we investigated various indicators for their ability to guide
combination system design. We reasoned that stream combination works best when
the streams consist of complementary information, and thus we looked at estimates
of the mutual information (MI) between the streams as a basis for deciding when
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and how to combine them. We looked at the MI between feature streams before
and after the classi�er network. Our hypotheses were that (a) raw feature streams
with high MI are showing correlated structure that may be removed within separate
classi�ers, so they should probably be modeled within a single large classi�er, and
(b) classi�er outputs with relatively low MI are providing di�erent information about
the underlying speech stream, and are thus good candidates for combination at that
level (assuming of course they both perform reasonably well). By correlating the MI
measures with actual system performance, we found that (b) was well supported,
although the evidence for (a) was more equivocal [5].

� Multi-band recognition

Frequency localized independent classi�ers were introduced in our multi-band ASR
technique. More recently, we started to study one extreme of the multi-band tech-
nique, classi�ers of TempoRAl PatternS (TRAPS) [17]. Here we attempt to base
phoneme classi�cation on the temporal evolution of spectral energies in the vicinity
of the target phoneme, rather than on the spectral shape of a short segment of the
speech signal within the phoneme. The success of this paradigm has important con-
sequences in our view of the role of spectral sensitivity of human hearing in decoding
the linguistic message in speech. The technique was found useful in ASR of noisy
speech in cellular telephony [20].

� Handling multiple acoustic sources

The standard approach to recognizing speech in the presence of background noise
is to design features and classi�ers whose output is least changed by the presence
of the noise. Usually this involves assuming that the background noise is more or
less stationary, which is often a poor assumption. An alternative perspective is to
recognize the presence of many di�erent energy concentrations in an acoustic signal,
then to search among those pieces for a subset that correspond to a single target
voice. This approach falls into the general category of `computational auditory scene
analysis' (CASA), the e�ort to build models of human sound organization.

We have been developing a speech recognizer based on this approach and also using
the techniques of missing-data (MD) recognition. In MD recognition, the acoustic
model is presented with only a subset of the acoustic features; the rest assumed
missing due to corruption or masking e.g. by noise interference. The likelihood
of a model �t can still be calculated based on the available data, for instance by
integrating over all possible values of the missing dimensions.

The overall system, which we call the 'multi-source decoder' [1] to reect its treatment
of the acoustic signal as consisting of multiple sources, operates as follows: First, the
signal is broken into several distinct energy concentrations in time-frequency. Then
an incremental hypothesis search performs MD matches to the data represented by
each possible subset of pieces. Because it is incremental in time, the search complexity
is bounded by the number of simultaneously-present elements, rather than the total
number of elements (which would quickly become intractable). Our current results
show that this approach achieves an improvement of more than 25% relative in word
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error rate compared to our best conventional MD approach. This is despite the fact
that the current division of the acoustic energy into separate elements is extremely
crude; we expect improvements in both performance and e�ciency when a true CASA
model is used to guide the segmentation.

� Pronunciation modeling

In work that was a continuation of Eric Fosler-Lussier's earlier e�orts in our group,
Mirjam Wester (a Dutch visitor) and Eric Fosler studied the impact on ASR of
knowledge-based and data-derived modeling of pronunciation variations. This work
was done on the Dutch database VIOS, which consisted of recordings of human-
machine interactions in the domain of train timetable information. Using phono-
logical rules led to a small improvement in word error rate (WER), while using a
data-derived approach led to a signi�cant improvement over the baseline [29].

Steve Greenberg and Eric Fosler-Lussier also wrote a paper making explicit the link
between pronunciation variation and linguistic information [11].

� Linguistic dissection of automatic speech recognition performance Shawn
Chang, Joy Hollenback and Steve Greenberg performed a diagnostic evaluation of
eight separate speech recognition systems (from AT&T, BBN, Cambridge, Dragon,
Johns Hopkins, Mississippi State, SRI, University of Washington) for a portion of
the Switchboard corpus that had previously been phonetically transcribed. As part
of the project the 54-minute portion of the corpus was transcribed as well in terms of
prosodic stress. Based on the phonetic and stress labels (and phonetic segmentation
performed using a quasi-automatic method) the speech material was analyzed on
ca. 50 distinct acoustic and linguistic parameters (e.g., speaking rate, energy level,
segmental duration, etc.). This analysis enabled us to correlate many properties of
the speech signal with the word recognition results from the eight separate sites. In
general it was found that the single best predictor of word recognition performance
was the accuracy of phonetic classi�cation (using the ICSI transcription material
as the benchmark). Prosodic stress was highly correlated with word-deletion errors
(most of these errors occurred in unstressed words). Syllable structure was also highly
correlated with word recognition performance (except for AT&T), as was fast and
slow speaking rates (as assessed using a linguistic measure - the acoustic measure
of speaking rate did not correlate well with either recognition performance or with
the linguistic metric of speaking rate). Other parameters of importance were the
relation of the duration of the hypothesized word relative to the reference (ICSI)
word duration and the magnitude of the articulatory-acoustic feature deviation from
between the hypothesized and reference words. "Error" patterns were also analyzed
with respect to correctly recognized words. There is far greater tolerance of "error"
in the vocalic nuclei that for the onset and coda consonant components of a word.
About 30% of the vocalic segments were "misclassi�ed" in correctly recognized words,
but only about 10% of the onset consonants were.

Two papers describing the results are available (www.icsi.berkeley.edu/ steveng)
[9][10]. Four presentations were given on this material during the 2000 year - one
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each at the workshops listed above, the third at AT&T in October and fourth at
IBM in May. This project is being continued this current (2001) year, using the
same material as in the competitive evaluation (as opposed to last year when we
used a completely di�erent set of materials that had been previously phonetically
transcribed).

3.3 Speech Perception

Some of the work in this area continued in 2000.

� The relation of intelligibility to the phase and magnitude components of
the modulation spectrum

Some of this work began in 1999, but the real analysis of the acoustic component
of the sentence material used did not occur until January of 2000, so is included
in this report. Takayuki Arai and Steve Greenberg locally time reversed segments
(from the TIMIT corpus) of variable length (ranging between 20 and 180 ms) and
assessed the intelligibility of the material. There is a sharp drop in intelligibility for
signals whose reversed segments are longer than 40 ms. They developed a method of
analyzing the modulation characteristics, called the complex modulation spectrum,
in which they fold the phase and magnitude components into a single representation
distributed across tonotopic frequency. They demonstrated that the intelligibility of
speech locally time reversed can not be accounted for in terms of just the amplitude
component of the modulation spectrum, but rather requires the phase component
as well. The complex modulation spectrum (which essentially measures the phase
dispersion of the modulation patterns across tonotopic frequency) is highly correlated
with intelligibility.

The material was presented at the Midwinter Meeting of the Association for Re-
search in Otolaryngology in February, 2000 (\What are the Essential Acoustic Cues
for Understanding Spoken Language") as well as at the Conference on Neural and
Cognitive Systems in May (at Boston University).

� Directionality of Consonant Confusions

Both historical sound change and perceptual experiments show shifts in stop place
(labial, alveolar, velar) that vary according to vowel context. Some of the stop shifts,
such as [k] $ [p] in the context of [u], are symmetric. Some, such as [k] ! [t] in
the context of [i], are unidirectional. In work by Madelaine Plauche, she attempted
to account for the directionality of stop shifts based on their acoustic structure as
well as listeners' sensitivities to di�erent parts of the speech signal. These methods
include automatic feature extraction, machine learning algorithms, acoustic signal
manipulation (�ltering, splicing), and classic perceptual experimentation.

3.4 Applications

� Meeting Recorder
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We have recently commenced a wide-ranging initiative to develop speech technol-
ogy for use in conventional meeting situations. More obvious applications include
information retrieval and summarization based on speech transcripts derived from
acoustic recordings of meetings, and we are also interested in the deeper analyses of
meeting structure that such recordings might support, as well as possible real-time
interactive applications that would be possible if a computer were `listening in' as
part of the meeting.

The �rst stage in this project is the collection of a corpus of real meeting recordings
so that we can work on the kinds of signal processing and recognition tasks that
will arise in this scenario. We have 'wired' one of the meeting rooms at ICSI to
be able to capture meetings, including very high quality sample-synchronous 16-
channel hard disk recordings. We have already recorded tens of hours of meetings, in
each case capturing on separate channels the individual speakers (via head-mounted
microphones) as well as ambient signals collected from microphones on the conference
table; ultimately, we are aiming at algorithms that require only these ambient signals
to minimize the inconvenience to meeting participants.

Custom hardware and software was developed to make the data collection as conve-
nient and robust as possible. In order to leverage our data collection activities, we are
supporting the duplication of our setups at collaborating institutions the University
of Washington (Seattle) and Columbia University (New York).

Our initial analyses of these data are taking multiple directions. Firstly, we are
making hand transcriptions to provide training data for automatic classi�ers. We
have begun word-level transcriptions that will be used to train speech recognizers on
the ambient acoustics, and we have also made some closer transcriptions of the many
unusual and di�cult acoustic entities that we are suddenly forced to address in this
new domain. Speaker overlaps (where several people speak at the same time) are
the most prominent of these, but other events such as extraneous noises, nonspeech
(coughs, laughter etc.) and mic noise from physical contact are other categories that
cannot be ignored.

Even before we have successful speech recognition for this material, we would like
to be able to segment it into separate speakers; in fact, recognition is likely to be
improved by knowledge of where speakers' phrases begin and end. On the face of it,
speaker turns should be relatively simple to extract, given that we have individual
close-mic signals for each speaker, but in practice cross-talk, external noises and mic
noise complicate the problem. We are looking at several ways to achieve automatic
ground-truth labelling of speaker turns, including LMS coupling-function estimation
and blind source separation.

Ultimately, we would like to be able to �nd speaker turns based only on signals
recorded by a small tabletop device. If we have only a single channel available, this
reduces to the conventional acoustic change detection (ACD) problem. We have been
investigating this in the context of broadcast news recognition. In particular, we have
examined the improvements possible by clustering separated segments together and
using cluster membership information iteratively to improve segmentation [8].
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If we can put several sensors on to the tabletop device, then we can also use inter-
microphone timing to get direction-of-arrival information, and use this to help detect
speaker changes. For closely-spaced microphones this timing di�erence can be rather
small, but our initial investigations indicate that it can still be a useful correlate of
the active speaker. We plan to extend this work by investigating more sophisticated
direction-of-arrival estimation and tracking algorithms such as the ones that have
been developed in underwater acoustics applications.

In 2001, we are beginning to get recognition and adaptation results with these data,
but our 2000 e�orts were focused on the infrastructural and exploratory aspects
described above.

� Speech Enabled Information Systems

Our primary e�ort, in collaboration with the AI group, has been towards the devel-
opment of an English language system for users to retrieve tourist information for the
Public scenario of the German SmartKom project. We completed several milestones
toward this goal during 2000:

1. We adapted our hybrid HMM/ANN recognizer to the Verbmobil software archi-
tecture. This integration was targeted as a stepping stone toward the forthcom-
ing SmartKom testbed, which was expected to have similar interface properties.
The functioning of ICSI' recognizer in the Verbmobil testbed was demonstrated
successfully at the second Gesamt-Workshop on April 10-11, 2000, in Kaiser-
slautern. Several changes were made to the original ICSI recognizer to support
the integration, e.g., the lattices were both changed in format and in pruning
style. The software also was optimized for very fast startup and restarts (less
than 1 second on a 300 MHz Sun Ultra-10 workstation). This capability is
important to enable frequent restarts for multiple language models, etc. .

2. We further adapted the recognizer to the SmartKom architecture. The latter
was determined by our German colleagues. Like the Verbmobil architecture, it
made use of a Pool Communication Architecture (PCA) for communication be-
tween di�erent subsystems. We developed an interface component that handles
all PCA messaging and controls the startup, termination, and input and output
from and to the recognition pipeline. The bulk of the development e�ort was in
handling of the M3L/XML data formatting used in SmartKom.

3. In 2000 we also worked on porting the English recognition module to the tourist
information domain. The fundamental challenge was that no in-domain speech
data or transcripts were available. The acoustic model was based on the Amer-
ican English Broadcast News corpus, with further training from the Verbmobil
domain. The vocabulary and language model of the recognizer were based on
a combination of sources that are related to the tourist domain, including tran-
scripts of dialogs collected at the European Media Lab (EML) in Heidelberg,
totaling 5700 words. Other sources included phrase lists from guide books, Web
pages with tourist information, hand-crafted word lists for numerical amounts
etc., translations of the German SmartKom vocabulary, and a background of
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frequent English words extracted from the Switchboard corpus. A class-based
trigram model was developed using these sources and a manually determined
set of classes. Missing pronunciations were generated by a phonetician, particu-
larly for German place and streetnames. We are working this year on improving
performance, though we are currently waiting for test data to provide objective
evaluations.

3.5 CUSP

The e�orts described in the section on Speech Recognition have led to an expanded e�ort
in small-medium vocabulary recognition for portable devices, particularly for cell phones.
Towards this end, Nelson Morgan and Hynek Hermansky have begun an e�ort they refer
to as the Center for Ubiquitous Speech Processing, or CUSP. The goal is to grow a new
center of excellence in robust speech analysis for such an application area, funded by a
combination of industrial and government sponsors. In May 2001 Qualcomm signed on as
a sponsor, and discussions with other sponsors are currently under way. The year 2000 work
described in this report is already being extended to multilingual recognition with a range
of acoustic conditions. The Center also extends our previous collaborative arrangement
with the Oregon Graduate Institute.
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4 Arti�cial Intelligence and its Applications

The Arti�cial Intelligence group continues its long term study of language, learning, and
connectionist neural modeling. The scienti�c goal of this e�ort is to understand how
people learn and use language. The applied goal is to develop systems that support human
centered computing through natural language and other intelligent systems. Several shorter
term goals and accomplishments are described in this report. There is continuing close
cooperation with other groups at ICSI, at UC Berkeley, and with external sponsors and
other partners. There are three articulating subgroups and this report summarizes their
work.

4.1 Language Learning and Use, Jerome Feldman, PI

It has long been known that people would prefer to talk with computer systems in natural
language if they could. The problem of communicating with machines is becoming in-
creasingly important to society because computers will soon be embedded in nearly every
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artifact in our environment. But how easy will it be for people of all ages and abilities
to use them? In ten years or less, virtually every device in our environment will have a
computer in it. This raises the specter of an embedded computing malaise|every device
will have its own interface that the user has to learn. Most people today cannot program
their VCRs or use more than half the functionality of their answering machines. In the
world of embedded computing, there could be thousands of idiosyncratic interfaces to learn.
Many people will not be in control of the devices in their own environments. In addition,
ever widening aspects of society, from education to employment, depend upon everyone
interacting with computational systems.

Natural interaction with computerized devices and systems requires a conceptual frame-
work that can communicate about requests speci�ed in ordinary language. Systems may
well need to tell their human users what is going on, ask for their advice about what to
do, suggest possible courses of action, and so on. The machines, and more especially the
interactions among the machines, are getting to be so complicated and autonomous, and
yet also so intimately involved in the lives of the human users, that they (the machines)
have to be able to take part in a kind of social life. The central goal of this project is
to provide a conceptual basis and a linguistic framework that is rich enough to support a
natural mode of communication for this evolving human/machine society.

While the usefulness of natural language understanding (NLU) systems has never been
questioned, there have been mixed opinions about their feasibility. Most current research
is focused on goals that are valuable, but fall far short of what is needed for the natural
interactions outlined above. We believe that recent advances in several areas of linguistics
and computational theory and practice now allow for the construction of programs that will
allow robust and exible integrated language interaction(ILI) within restricted domains.

For many years, Jerome Feldman has studied various connectionist computational mod-
els of conceptual memory and of language learning and use. George Lako� and Eve Sweetser
have worked on the relation between linguistic form, conceptual meaning, and embodied
experience. Over the past dozen years, the group has explored biologically plausible mod-
els of early language learning (Bailey et al. 97) and of embodied metaphorical reasoning
(Narayan 97). About two years ago, we extended our e�orts on modeling child language ac-
quisition from individual words and phrases (Regier 96, Bailey 97) to complete utterances.
This required us to develop a formal notion of what it means to learn the relationship
between form and meaning for complete sentences. Many groups, including ours (Feldman
98) have worked on algorithms for learning abstract syntax, but we decided that it was
time to look directly at learning form- meaning pairs, generally known as constructions.
After an intensive e�ort by the whole research group, we now have an adequate formal-
ization of constructions and are moving ahead with the project of modeling how children
learn grammar from experience. This will form the core of a dissertation by Nancy Chang,
a UCB doctoral student, currently on an IBM fellowship. But we also realized that our
formalized notion of linguistic constructions that systematically links form to conceptual
meaning is potentially a breakthrough in achieving robust and exible NLU systems.

The most novel computational feature of the NTL e�ort is the representation of actions:
executing schemas (x-schemas), so named to remind us that they are intended to execute
when invoked. We represent x-schemas using an extension of a computational formalism
known as Petri nets (Murata, 1989). As discussed below, x-schemas cleanly capture se-
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quentiality, concurrency and event-based asynchronous control and with our extensions
they also model the hierarchy and parameterization needed for action semantics.

Our goal is to demonstrate that unifying two powerful linguistic theories, embodied
semantics and construction grammar, together with powerful computational techniques,
can provide a qualitative improvement in HCI based on NLU. Over the last year we explored
extending our existing pilot system to moderate sized applications in real HCI settings
and developing the methodology needed for large scale realization of NLU interaction.
This involves formalization and additional research in cognitive linguistics, development
of probabilistic best �t algorithms and signi�cant system integration. Much of the groups
e�ort over the past year has gone into developing these formalisms and to producing a pilot
version of the integrated language understanding system (Bergen, Chang, Paskin 2000).

For concreteness, we have chosen a speci�c task domain for the proof-of-concept demon-
stration of our research. We are constructing a system for understanding and responding
to dialog with tourists, initially focused on Heidelberg, Germany. This applied project is
being carried out in cooperation with a partner group at EML in Heidelberg, which has
built an extensive data base describing their city (www.villa-bosch.de/english/research)
and will implement the detailed actions for using it based on our natural language analy-
sis. This cooperation will bring several bene�ts to the project and provides clear milestones
for evaluating our e�ort. This project (called EDU for Even Deeper Understanding) has
been in operation since July 2000, with multi-year funding from the Klaus Tschira Founda-
tion. Robert Porzel, of EML, has joined our group for the calendar year 2001. This e�ort
is also closely linked to the SmartKom project, which is discussed in the Speech section of
this annual report. Another cooperation between the Speech and Language groups is the
human interface section of the CITRIS proposal to the state of California, currently under
legislative review.

The core computational question is �nding best match of constructions to an utterance
in linguistic and conceptual context. One of the attractions of traditional phrase structure
grammars is the fact that the time to analyze (parse) a sentence is cubic in the size of the
input. If one looks at the comparable problem for our more general construction grammars,
context-free parsing becomes NP complete ( exponential) in the size of the input sentence
and thus impractical. But people do use larger constructions to analyze language and
we believe that we have two insights that seem to render the problem of construction
analysis tractable. The general computational point is that our task of �nding a best-�t
analysis and approximate answers that are not always correct presents a more tractable
domain than exact symbolic matching. More importantly, our integrated constructions
are decidedly not context-free or purely syntactic. We believe that constraints from both
semantics and context will be su�ciently constraining that it will be possible in practice
to build best-�t construction matchers of the required scale.

This sequence of operations: surface analysis, construction parse, SimSpec, simulation
and inference is repeated for every clause. The current pilot system does not make use
of extensive context or world knowledge, but these are central to our new design. There
is currently a great deal of renewed e�ort to develop ontologies of words and concepts for
a wide range of semantic domains (Fikes 1994). After analyzing these e�orts, we have
decided against committing to any one of the competing formulations and have instead
de�ned an Application Programming Interface (API) that our system can use to access
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information from any source. A preliminary version of this is used in the pilot system and
we will evolve the API as experience requires. The current API has the usual commands
for adding information and some special ones for retrieving ordered lists of concepts most
likely to ful�ll a request. This also facilitates our interaction with the EML project (EDU)
and the German SmartKom e�ort.

Our HCI system also requires both situational and discourse context as well general
knowledge. Despite a large literature on context (Hobbs 79, Kehler 93) there is currently
no integrated theory or system that meets our needs. Again, we have built an API (which
returns ordered lists of potential role �llers) for the pilot system and this remains an active
research area Chang and Hunter 2000. We will also employ one of modern large scale
parsers (Charniak 98, Collins 98). Although much needs to be done, we believe that we
have identi�ed all the main components of an ILI system and have at least preliminary
versions of each subsystem operational and a sound overall design plan.

There is also a signi�cant e�ort on related problems that elucidate or exploit our main
results. Ben Bergen, A UCB linguistics doctoral student is using a statistical, corpus-based
approach in combination with psycholinguistic experimentation, to explore probabilistic re-
lations between phonology on the one hand and syntax, semantics, and social knowledge
on the other. He and Nancy Chang developed a formal notation for an embodied version
of Construction Grammar, which plays a crucial role in a larger, simulation-based lan-
guage understanding system. They also devised an experimental means by which to test
the psychological reality of construal, the variable, context-speci�c understanding of the
semantic pole of linguistic constructions. Nancy Chang continued developing representa-
tions and algorithms useful for an embodied approach to language acquisition and use.
She worked with colleagues to esh out di�erent aspects of a simulation-based approach
to language understanding, including a formal representation for linguistic constructions
(Embodied Construction Grammar, devised in collaboration with Ben Bergen and Mark
Paskin). This formal representation was extended to handle idioms (with Ingrid Fischer)
and integrated with a module (by Rob Hunter) that performs simple context-based ref-
erence resolution. A version of the formalism was incorporated into her thesis research,
which focuses on the development of an algorithm that learns such constructions from a
set of utterance-situation pairs.

Thus the NTL group has, over the last year, formalized and signi�cantly extended its
work on language learning and use based on deep conceptual semantics. Both the learning
sub-task and the performance HCI system are moving ahead in collaboration with other
e�orts at ICSI and elsewhere.

4.2 FrameNet Project, Charles Fillmore PI

In the year 2000, the NSF-sponsored FrameNet project (NSF IRI-9618838 - "Tools for
Lexicon Building") continued building the FrameNet Database, a lexicon which contain
about 2000 words (made available on the World Wide Web), providing (1) a collection
of semantically annotated examples for each sense of each word, (2) links to descriptions
of the conceptual structures ("frames") which underlie each such sense, (3) details of the
syntactic ways in which the semantic roles ("frame elements") in each such conceptual
structure are grammatically realized in sentences containing the word (in a table of Frame
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Element Realizations) and (4) records of the combinations of frame elements and their
syntactic realizations expressed in the sample sentences (in a table of Valence Patterns).

The project makes use of the 100M word British National Corpus (provided by Oxford
University Press), corpus-management tools developed in IMS-Stuttgart, MITRE-Corp
annotation software which allows the introduction of XML tags into the sentences forming
the examples database, and various in-house devices for viewing the database. Currently
a MySQL-based web interface is used for making the database viewable and searchable by
human users.

The manual analysis and annotation activities of the project are extremely labor-
intensive, but it is hoped that the resulting data can be used as a training corpus for
future automatic operations, these designed to serve to annotate sentences for that have
not been manually annotated, for frames that have been analyzed, and to discover phrases
that are most likely to have semantic relations to given target words, based on syntactic
parsing of corpus sentences, in the case of frames that have not been analyzed.

The FrameNet project is in its second major phrase, having received $2.1M in the year
2000 (NSF HCI: #0086132, FrameNet++: An Online Lexical Semantic Resource and its
Application to Speech and Language Understanding) for expanding the lexical database
itself and for pilot projects on a battery of NLP applications that make use of it. These
applications will emphasize the areas of automatic word-sense disambiguation, automatic
semantic role labeling, machine translation, information extraction, information tracking,
and the design of meaning representations based on FrameNet annotations that can support
automatic text understanding.

Charles Wooters joined the team in the early months of this phase to recast the entire
resource into a MySQL database and Beau Cronin has taken on the job of maintaining
the database and preparing the software needed for the applications. Subcontractors Dan
Jurafsky of the University of Colorado, Srinivas Narayanan of SRI International, and Mark
Gawron of the San Diego State University will participate in automatic labeling, semantic
representation, and machine translation, respectively. Student members have been hired
to participate in analysis of lexical information, preparation of sample materials for an-
notation, and doing the annotation. The actual production of lexicographic descriptions
begins in February 2001.

The project's task, now as before, is to document from actual text data the varieties
of uses of English lexical items, and this work has to begin by sorting the samples that
provide this documentation according to the word's meanings. For each meaning of each
word a semantic "frame" is postulated which presents the conceptual structure that un-
derlies it. The descriptive terminology used in characterizing each frame provides labels
for the annotation of sentences using words that belong to the frame, and both manual
and automatic means are employed to provide a full account of the semantic and syntactic
combinatorial possibilities of each word in each sense. The corpus on which these observa-
tions were based in the �rst phase was the British National Corpus (100M running words);
we have now added an American Newspaper Corpus made available through the Linguistic
Data Consortium (University of Pennsylvania), and we are actively participating in the
new American National Corpus centered in New York University.

The newly designed database (Figure xx) makes it possible to map out accurate rela-
tions between inected word forms and the lexical items that they belong to, between these
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Figure 7: Database Tables for Frame Elements, Etc.

items and the (possibly multiple) semantic frames that they evoke, between frames and the
other frames which are related to them through relationships of inheritance, co-existence,
and composition, and between any and all of these properties (or combinations of them)
and passages from the corpus which exemplify them. Computational linguists who have
examined the facilities are generally agreed that the FrameNet resource, though it is cur-
rently quite limited in scope, carries deeper and more accurate information about lexical
meanings than can be obtained from statistically acquired computer lexicons or from any
of the existing machine-tractable electronic dictionaries.

A major e�ort is under way to create a multilingual version of FrameNet, with re-
searchers on German, Spanish, Portuguese and Italian, centered in Stuttgart, Barcelona,
Erfurt, and Pisa and including several corporate partners. The Berkeley team has agreed
to collaborate in this "EuroFrameNet" project on a consulting basis. (Funding for this is
being sought through the European Commission.)

The FrameNet project has both salaried and unsalaried participants. Volunteer pro-
grammers have included Qibo Zhu and Hiroaki Sato, visiting scholars from Guanzhou Uni-
versity in China and Senshu University in Japan, respectively, as well as Monica Oliver,
UCB graduate student in Linguistics; Miriam Petruck, Linguistics Department visiting
scholar has served as a volunteer annotator. The paid sta� have included, over the three-
year period, John B. Lowe, Collin Baker, Christopher Johnson, and Susanne Gahl (all
graduate students who attained the doctorate while working for FrameNet); ICSI SysAd
sta� members Jane Edwards and Charles Wooters ; graduate students Josef Ruppenhofer,
Tess Wood, Margaret Urban, Nancy Urban, Michael Ellsworth, Shweta Narayan and Paula
Rogers; and undergraduate students Marianne Tolley, Christopher Struett, Peter Wong,
Ursula Wagner, and Michael Locke, paid through an NSF REU grant. Students who have
worked on the German-funded project while at ICSI include Susanne Gahl, Josef Ruppen-
hofer, Margaret Urban, and Hans Boas.
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4.3 Connectionist Modeling

Lokendra Shastri's work on computational modeling has spanned three di�erent repre-
sentational and processing tiers of language processing. One tier focuses on high-level
reasoning underlying language understanding. The second tier focuses on the formation
of episodic memory whereby transient patterns of neural activity representing events and
situations are rapidly transformed into persistent neural circuits (memory traces) capable
of supporting recognition and recall. The third modeling e�ort concerns the extraction of
syllabic segments from spontaneous and noisy speech. The results of the three e�orts are
summarized below.

4.3.1 A neurally motivated model of reasoning, decision making, and acting

shruti, a structured connectionist model of reexive inference, was extended to produce
a uni�ed connectionist architecture for representing beliefs and utilities. The extended
Shruti system can propagate utilities and beliefs to make predictions, seek explanations,
and identify actions that could make the world state more desirable. If the predictions and
explanations suggest that undesirable things are going to happen then the system can seek
actions that are likely to prevent them from happening (i.e., the system attempts to identify
actions that would tend to maximize the expected future utility). This work is signi�cant
since it shows that a single causal structure (expressed as a neurally plausible network)
can serve three purposes (i) understand the world, (ii) predict the future possibilities, and
(iii) plan for a better future. Several key problems remain open. These include using the
results of inference for making decisions, identifying complex plans, and learning the causal
structure. Work on these problems is in progress.

An unsupervised learning mechanism, Causal Hebbian Learning, is being developed to
learn a causal model with appropriate probabilistic link weights. This neurally plausible
mechanism is a variant of hebbian learning where the precise timing of source and target
activity is important to the learning process, and where di�erent types of connections can
respond to this timing in di�erent ways.

The work on shruti is being done with graduate student Carter Wendelken. The
results of the above work are described in (Shastri & Wendelken, 2000; Wendelken &
Shastri, 2000; Wendelken & Shastri, submitted). A new Java-based version of the shruti
simulator is also under development.

� A biologically realistic model of episodic memory

smriti is a computational model of episodic memory that demonstrates how a tran-
sient pattern of activity in cortical circuits representing an event can be transformed
rapidly into a persist memory trace (i.e., a neural circuit) in the hippocampal system
(HS) as a result of long-term potentiation.

Over the past year, work on smriti has further elaborated the role of the HS in the
acquisition, maintenance and retrieval of episodic memory, and explicated how the HS
might realize the episodic memory function in concert with cortical representations.

A quantitative analysis of the model was carried out to �nd out the type of episodic
memory de�cits that would result from cell loss in the HS and high-level cortical
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circuits that project to the HS. The results of these analyses o�er an explanation for
the impact of semantic dementia and aging on the functioning of episodic memory.

A computational abstraction of long term potentiation (LTP) was developed that is
simple enough to lend itself to rapid computation, but at the same time, complex
enough to capture key temporal and cooperative properties of LTP (Shastri, To ap-
pear). This abstraction of LTP, in turn, is based on abstractions of cells and synapses
that are signi�cantly more detailed than those used in arti�cial neural network and
connectionist models, but far simpler than those used in biophysically detailed sim-
ulations.

Results of the above work were presented as a featured presentation at CNS'00, the
annual Computational Neuroscience Meeting, Brugge, Belgium.

� Temporal ow models for speech processing

Further progress was made in the development of a system for the automatic labeling
of phonetic segments (ALPS). This system consists of several Temporal Flow Model
(TFM) networks for Articulatory Feature (AF) classi�cation followed by Multilayer
Perceptrons (MLP) for performing AF integration and phone labeling. Over the past
year, error analysis was carried out to understand the relation of phone classi�cation
errors and speech syllable structure, system performance was improved by using
reduced and multiple temporal resolution, and the system was trained on mixed-
noisy conditions to achieve robustness in the presence of noise. Some of the results
of this work are published in Chang, Shastri & Greenberg, 2000.

We also worked on the Switchboard transcription project to obtain a full phonetic
transcription, and at the same time, test the ALPS system on a more challenging
corpus. The results on the 300 CV sentences were 88.23% hits and 7.57% insertions.
When tested on a subset of 236 CV sentences that had good match between phonetic
and syllabic transcriptions, the results were 92.5% hits and 5.69% insertions.

� Training and human resources

Two graduate students, Carter Wendelken and Shawn Chang, and one undergradu-
ate student, Chetan Nandkumar, participated in further research e�orts. The stu-
dents continued developing representations and algorithms useful for an embodied
approach to language acquisition and use. They worked with colleagues to esh
out di�erent aspects of a simulation-based approach to language understanding, in-
cluding a formal representation for linguistic constructions (Embodied Construction
Grammar, devised in collaboration with Ben Bergen and Mark Paskin). This formal
representation was extended to handle idioms (with Ingrid Fischer) and integrated
with a module (by Rob Hunter) that performs simple context-based reference res-
olution. Most importantly, a version of the formalism was incorporated into their
thesis research, which focused on the development of an algorithm that learns such
constructions from a set of utterance-situation pairs.
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4.3.2 Publications which appeared or were in press during 2000

1. Bergen, B. Probability in phonological generalizations: Modeling optional French
�nal consonants. In Alan Yu et al. (Eds.),Proceedings of the 26th Annual Meeting of
the Berkeley Linguistics Society. Berkeley: Berkeley Linguistics Society.

2. Bergen, B. Rami�cations of phonology-syntax interactions for phonological models.
In Proceedings of the 24th Annual Penn Linguistics Colloquium, 27-36.

3. Bergen, B. and Chang, N. (2000) Spatial schematicity of prepositions in Neural
Grammar. Fifth Conference on Conceptual Structure, Discourse, and Language,
Santa Barbara.

4. Bergen, B. and Chang, N. (2000) Prepositional semantics in Embodied Construction
Grammar. Fifth Berkeley-Paris Cognitive-Enunciative Conference, Berkeley.

5. Bergen, B. and Chang, N. (2001) Semantic agreement and construal. 2001 meeting
of the Linguistic Society of America. Washington, D.C.

6. Bergen, B., Chang, N. and Paskin, Mark A. Simulation-based language understand-
ing in Embodied Construction Grammar. In Jan-Ola Ostman (Ed.), Construction
Grammar(s): Cognitive and Cross-language dimensions.

7. Chang, N. and Fischer, I.(2000) Understanding idioms. KONVENS 2000/SPRACHKOM-
MUNIKATION. Ilmenau, Germany.

8. Chang, N. and Hunter,R.(2001) Reference resolution in child-directed speech: A
deep semantic approach. International Workshop on Reference and Coherence in
Discourse; Formal, Functional and Cognitive approaches. Utrecht, The Netherlands.

9. Chang, N. and Maia, T. (2001) Grounded learning of grammatical constructions.
2001 AAAI Spring Symposium on Learning Grounded Representations.

10. Chang,S., Shastri,L., and Greenberg, S. (2000) Automatic phonetic transcription of
spontaneous speech (American English), Proceedings of the 6th International Con-
ference of Spoken Language Processing, ICSLP 2000, Beijing, China, Oct., 2000.

11. Fillmore, C. J. and Baker, C. F. (2000) FrameNet: Frame semantics meets the corpus.
Poster session at The Linguistic Society of America, January, 2000.

12. Fillmore, C. J., Wooters, C., and Baker, C. F. (2001) Building a large lexical data-
bank which provides deep semantics. Proceedings of the Paci�c Asian Conference on
Language, Information and Computation. Hong Kong.

13. Gildea, D. and Jurafsky, D. (2000) Automatic labeling of semantic roles. ACL 2000:
Proceedings of ACL 2000, Hong Kong

14. Jagota, A., Plate, T., Shastri, L., and Sun, R. (eds.), Connectionist Symbol Pro-
cessing: Dead or Alive?, Neural Computing Surveys 2:1{40, 1999, 220 references.
http://www.icsi.berkeley.edu/ jagota/NCS

57



15. Johnson, C. and Fillmore, C.F. (2000) The FrameNet tagset for frame-semantic and
syntactic coding of predicate-argument structure. Proceedings of the 1st Meeting
of the North American Chapter of the Association for Computational Linguistics
(ANLP-NAACL 2000)(April 29-May 4, 2000):56-62.

16. Mani, D. and Shastri, L. (1999) Parallel inference with very large knowledge bases,
In High Performance Cluster Computing 2, (Ed.) R. Buyya, Prentice Hall. 1999.

17. Shastri, L. (1999a) Advances in Shruti - A neurally motivated model of relational
knowledge representation and rapid inference using temporal synchrony. Applied
Intelligence 11:79{108.

18. Shastri, L. (1999b) Recruitment of binding and binding-error detector circuits via
long-term potentiation. Neurocomputing, 26-27, 865{874.

19. Shastri, L. (1999c) Infants learning algebraic rules. Science 285(5434):1673. Septem-
ber, 1999.

20. Shastri, L. (1999d) A Biological Grounding of Recruitment Learning and Vicinal
Algorithms. Technical Report TR-99-009, International Computer Science Institute,
Berkeley, CA, 94704. April, 1999.

21. Shastri, L. (2000a) Types and quanti�ers in Shruti | a connectionist model of rapid
reasoning and relational processing. Hybrid Neural Symbolic Integration. S. Wermter
and R. Sun (Eds.), Lecture Notes in Computer Science. Springer-Verlag, Berlin. (In
Press).

22. L. Shastri (To appear) Biological grounding of recruitment learning and vicinal algo-
rithms in long-term potentiation. L. Shastri. To appear in Emergent Neural Compu-
tational Architectures Based on Neuroscience, J. Austin, S. Wermter, and D. Wilshaw
(Eds.), Lecture Notes in Computer Science, Lecture Notes in Arti�cial Intelligence
Springer-Verlag, Berlin.

23. Shastri, L., Chang, S., and Greenberg, S. (1999) Syllable detection and segmenta-
tion using temporal ow neural networks. Proceedings of the XIVth International
Congress of Phonetic Sciences, ICPhS 99 3: 1721-1724, San Francisco, CA, August,
1999.

24. Shastri, L., Grannes, D., Narayanan, S., and Feldman, J. (In Press) A Connectionist
encoding of parameterized schemas and reactive plans. in Hybrid Information Pro-
cessing in Adaptive Autonomous vehicles, G.K. Kraetzschmar and G. Palm (Eds.),
Lecture Notes in Computer Science, Springer-Verlag, Berlin.

25. Shastri, L. and Wendelken, C. (1999a) Soft computing in Shruti: | A neurally plau-
sible model of reexive reasoning and relational information processing.Proceedings of
the Third International Symposium on Soft Computing, SOCO'99Genova, Italy.(June,
1999):741{747.
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26. Shastri, L. and Wendelken, C. (1999b) Knowledge fusion in the large { taking a cue
from the brain. Proceedings of the Second International Conference on Information
Fusion, FUSION'99 Sunnyvale, CA. (July, 1999):1262{1269.

27. L. Shastri and C. Wendelken (2000) Seeking coherent explanations | a fusion of
structured connectionism, temporal synchrony, and evidential reasoning. Proceedings
of the Twenty Second Annual Conference of the Cognitive Science Society Philadel-
phia, PA. (Aug. 2000):453-458.

28. Wendelken, C. and Shastri, L. (2000) Probabilistic inference and learning in a con-
nectionist causal network. Proceedings of Neural Computation 2000 Berlin. May
2000.

5 Exploratory Areas in Computational Algorithms

In 2000, the Theory Group conducted research in computational biology and in the theory
of computation. Additionally, much of the group e�ort has recently been focused on
problems associated with internet research1.

5.1 Computational Biology

The activities of living cells are performed and regulated by proteins. These activities
include the maintenance of cellular structure, communication with other cells, cell division,
programmed cell death, and the transport of chemicals within the cell and across the cell
wall. The instructions for making proteins are encoded in the genes, but the steps required
to manufacture and activate a protein are regulated by the environment of the cell and the
proteins already active within the cell. These gene regulation processes involve an interplay
among genes, RNA molecules, proteins and more complex molecular machines composed
of these entities. High-throughput technologies for measuring cellular activity at the level
of genes, proteins and molecular machines are developing rapidly, and there is a need for
algorithms to interpret these measurements and construct mathematical models of cellular
processes. Our ultimate goal is to contribute to the development of these algorithms and
mathematical models.

The �rst step in making a protein is to transcribe its gene into messenger RNA (mRNA).
DNA microarrays, also known as gene chips, enable the simultaneous detection and mea-
surement of thousands of di�erent species of mRNA, corresponding to thousands of di�er-
ent genes. Thus, a single microarray experiment can give a panoramic picture of the gene
expression taking place in a tissue or collection of cells, at the level of mRNA production.

DNA microarrays can be used to measure gene expression in a set of biological samples
which may correspond, for example, to di�erent cancer specimens. These specimens typ-
ically fall into subclasses representing di�erent phenotypes or clinical conditions. In the

1R. Karp's research on the following topics is described in the ACIRI section under the subsections:

CANs for Peer-to-Peer Content Distribution Systems; Randomized Rumor Spreading; Application Layer

Multicast; and Fairness in AIMD Congestion Control. Several of R. Karp's publications are listed in the

References for that Section.
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Figure 8: A DNA Microarray

case of supervised learning the subclass of each specimen is given (for example, by clinical
observations), and the problem is to determine a genetic signature of each subclass, in
order to classify future samples. In the case of unsupervised learning the classi�cation is
not given, and the task is to cluster the samples into homogeneous subclasses, and then to
derive a genetic signature of each subclass.

Usually the number of samples is moderate, but the number of genes may be in the
tens of thousands. Moreover, the great majority of genes may be irrelevant to the given
classi�cation problem, and even among the relevant genes there may be a great deal of
redundancy, since many of the genes may have similar patterns of expression. These
irrelevant or redundant genes merely introduce noise into the classi�cation process. Thus
we are faced with the feature selection problem of identifying the handful of informative
genes that combine to determine the true classi�cation and give a clear genetic signature
of each subclass. In [1] and [2] we have introduced a battery of feature selection techniques
and described how they can be used in combination to focus on a small explanatory set of
genes. We have applied this method with excellent success to supervised and unsupervised
learning problems in which the samples come from a microarray data set of 72 leukemia
specimens.
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5.2 Theory of Computation

Postdoctoral fellows Antonio Piccolboni and Christian Schindelhauer have obtained an
important general result concerning prediction problems with limited feedback. They con-
sider a game between a predictor P and a sequence generator S. At each step S generates
a symbol s and, simultaneously, P makes a prediction p. P then incurs a loss L(p; s) and
receives feedback F (p; s). The only information P receives, in addition to its own pre-
diction, is the feedback F (p; s); it is told neither s nor L(p; s). Nevertheless, Piccolboni
and Schindelhauer show that, for a wide class of loss and feedback functions, there is a
randomized prediction algorithm whose asymptotic performance, in terms of cumulative
loss, is at least as good as the loss of the best constant predictor (a constant predictor is
one that makes the same prediction at every step). This result is an advance in a long
line of research in statistics, information theory and economics, with applications ranging
from predicting the outcomes of coin tosses to investing in the stock market. The problem
setting was originally suggested by a bandwidth prediction problem arising in Internet
congestion control.

Relevant references are given below:
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