Incentive-Compatible Interdomain Routing

*

(Extended Abstract)

. T

Joan Feigenbaum
Yale University

New Haven, CT, USA

jf@cs.yale.edu

ABSTRACT

The routing of traffic between Internet domains, Aatonomous
SystemgASes), a task known dsterdomain routingis currently
handled by the Border Gateway Protocol (BGP) [17]. Using BGP
autonomous systems can apply semantically rich routingipsl
to choose interdomain routes in a distributed fashion. &kfges-
siveness in routing-policy choice supports domains’ aoioy in
network operations and in business decisions, but it corhes a
price: The interaction of locally defined routing policiesxdead to
unexpected global anomalies, including route oscillaionover-
all protocol divergence (see.g, [20]). Networking researchers
have addressed this problem by devising constraints omiesli
that guarantee BGP convergence without unduly limitingresp
siveness and autonomy (seeg, [7, 8]).

In addition to taking this engineering or “protocol-desigp-
proach, researchers have approached interdomain routingn
economic or “mechanism-design” point of view. It is knowratth
lowest-cost-path (LCP) routing can be implemented in ehfolt
BGP-compatible manner [3] but that several other natudsgs
of routing policies cannot [2,5]. In this paper, we presenatural
class of interdomain-routing policies that is more reaitan LCP
routing and admits incentive-compatible, BGP-compatibiple-
mentation. We also present several positive steps towaesherg|
theory of incentive-compatible interdomain routing.

Categories and Subject DescriptorsC.2.2 [Network Protocols]:
Routing protocols F.2.2 [Analysis of Nonnumerical Algorithms
and Problems]Routing and layout
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1. INTRODUCTION

The Internet is comprised of many separate administrative d
mains known agiutonomous SystenjdSes). Routing occurs on
two levels, intradomain and interdomain, implemented by dif-
ferent sets of protocols. Intradomain-routing protocalsch as
OSPF [15], route packets within a single AS. Interdomaint-rou
ing, currently handled by the Border Gateway Protocol (B@P),
routes packets between ASes. It has been studied by congoirter
entists for many years from an engineering or “protocoigtes
perspective and recently from an economic or “mechanissigdé
perspective as well. Combining algorithmic and economitsab
erations in the study of interdomain routing is very naturatause
the many separate domains that make up the Internet realipar
dependent economic agents that must jointly execute ahdittd
algorithm in order to choose routes.

In their seminal paper [16], Nisan and Ronen gave the foligwi
formulation of interdomain routing as a mechanism-desigrbp
lem: Each AS incurs a per-packeostfor carrying traffic, where
the cost represents the additional load imposed on thenailt&S
network by this traffic. To compensate for these incurreds;os
each AS is given paymenfor carryingtransittraffic, which is traf-
fic neither originating from nor destined for that AS. It isahgh
these costs and payments that consideration of “incentive- ¢
patibility” was introduced to the interdomain-routing rinawork,
which, as currently realized by BGP, does not explicitly sider
incentives. The goal in [16] was to optimize the use of nekwor
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Although it was viewed as a step forward in our attempt to unde
stand the interplay of engineering, algorithmics, and eotins in
interdomain routing, the work in [3] was by no means a fullfissa
factory solution. In particular, one of the valuable featiof BGP
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is that it allows ASes to choose interdomain routes accgrétin
semantically rich policies that meet their operational bodiness
requirements; LCP routing is just one example of a validqgypli
and, in practice, many ASes do not use it [1]. Thus, it is natu-
ral to ask whether more realistic, expressive interdonmairiing
policies admit truthful, BGP-compatible computation ofites and
payments. Previous work on this question has been discograg
Negative results have been obtained for general policyirroys],
for “subjective-cost” policy routing [2], for “forbiddeset” policy
routing [2], and for “next-hop” policy routing [5]. The nektop
case (defined below) admits a satisfactory centralizedriatgnic
solution, but the stringent requirements put forth in [5] fosatis-
factory distributed-algorithmic solution cannot be met.

In this paper, we provide the first example of a class of pedici
that is more realistic than LCP and that admits incentiveyzat-
ible, BGP-compatible computation of routes and paymeatsit:
next-hop policies that obey the Gao-Rexford conditionsgfobal
stability. We now proceed to describe these policies and thg-
line other contributions of this paper; the latter conttéito a gen-
eral theory of incentive-compatible interdomain routing.

The next hopof a route is the source AS'’s immediate neighbor
along that route. An AS hasraext-hop policyif it decides among
available routes to a destination based solely on the rootes
hops. Because ASes do not control packet forwarding beytead t
neighboring AS to which traffic is initially sent, it is resfic to ex-
press route preferences based on next hops alone. Howaeer, u
ordinated and unconstrained local configuration of next-poli-
cies can produce routing instability [10, 20].

Gao and Rexford [7] proposed constraints on policies that-gu
antee route stability without global coordination. Theguase that
two types of business relationships exist between neighdppairs
of ASes: customer-providerin which one AS purchases connec-
tivity from another, angeering in which two ASes agree to carry
transit traffic to and from each other’s customersy, to shortcut
routes through providers. (These relationships accyragpresent
today’s commercial Internet; see [13].) These relatigosmatu-
rally induce route preferences. Gao and Rexford formalihede
preferences (we review the formalization in Sec. 3.1) amygunt
that they induce stable routing if there are customer-provider
cycles(i.e., no AS is an indirect customer of itself). This require-
ment is realistic, because it is unlikely that a large Iné¢provider
would purchase connectivity from a smaller ISP in its own-cus
tomer hierarchy.

We show that this realistic class of policies admits incemti
compatible, BGP-compatible computation of routes and patm
Furthermore, we are able to give positive results for mone- ge
eral classes of policies. We identify three conditions tbgether
form a sufficient constraint on policies to permit the conapiah
of welfare-maximizing routes by any path-vector protoéotiud-
ing BGP). We show that, if any of these conditions is violatbe
price of anarchy{14]—a measure of how far from optimal the com-
puted routing tree is, with respect to welfare maximizatieor
path-vector routing is unbounded. We also exhibit an irieent
compatible algorithm that, while not space-efficient, coteg pay-
ments and routes for any class of routing policies that obieyfirst
two of these three conditions and, through its paymentsyree$
that nodes obey the third condition. This general-caserigigo is
not subject to any of the methods of rational manipulatiomio
lated by Shneidman and Parkes [18].

Our space-efficient implementation for the realistic clafgsoli-
cies discussed above is a special case of the general-gasigrah;
we also discuss another space-efficient special case,fthetac-
based valuationghat is a generalization of lowest-cost routing.

The remainder of the paper is organized as follows. In Sec. 2,
we formally define the interdomain-routing problem and ewwi
some necessary notation. We then, in Sec. 3, give an ineentiv
compatible, BGP-compatible algorithm to compute routeszay-
ments for next-hop policies that obey the Gao-Rexford damth.
Following that, we discuss the three conditions on polittes per-
mit welfare-maximizing route computation in Sec. 4 and give
algorithm for the general case in Sec. 5. We present openignges
and conclude in Sec. 6. Proofs can be found in the full versfon
this paper [4].

2. PRELIMINARIES

We begin this section by formally defining the interdomabir
ing problem and providing some useful notation. We thenengvi
the Border Gateway Protocol (BGP), the standard protocl s
interdomain routing today.

2.1 Problem Statement

In the interdomain-routing problem, we are given an AS graph
G = (N, L) that describes the network topology. The set of nodes
N corresponds to the ASes in the graph. Because routes are com-
puted independently for each destination, without lossenfegal-
ity, we assume tha¥ consists ofz source node$l,...,n} and a
destination node. The set of linksL corresponds to connections
between ASes. Lel’ C 2T be the set of alsimpleroutes {e.,
routes with no loops) fromto d in G.

An instancel = (G, P, V) of theinterdomain-routing problem
is defined by an AS graplyy, a set ofpermitted routesP (i) =
P C L' for each node < [n], and thevaluation functionV(i) =
v; : P — R of each node. Every sdt’ contains the paths
in L' that are not removed from consideration by eithéself or
7's neighbors. Every valuation functian specifies the “monetary
value” of each routd? € P’ from nodei. We assume that;(()) =
0, i.e., no route is worth nothing, and that, for all pairs of roufgs
andRz, v;(R1) # vi(Rz), i.e, there are no ties in valuationsThe
routing policyof each node is thus captured by; and P*: The
only routes considered farare those irP?, and preference among
these routes is given by the valuation functign

The goal is to allocate to each source nade [n] a route
R; € P'. The resultingroute allocationT; = {Ri,..., R}
should form a confluent tree to the destinatibriFurthermore, we
are interested in route allocations that maximize the Iltsteial
welfare” of the nodesg, e., we want to find an allocation satisfying

Ty = argmax;_s, . s,y > vi(Si)-
=1

Incentive compatibility is introduced into this problem jpgying
nodes for their contribution to the routing tree in the hopmoen-
tivizing truthful behavior. Therefore, in our version ottproblem,
we assume, as in [18], th&f contains one more node, calldte
bank that is in charge of distributing a paymest(7;) to each
source nodé based on the path allocatidty.

We define theutility function of each node, u; : [, P — R,
to bew;(Ty) = vi(R:) + si(Ta). Although the global goal is to
maximize the total social welfare, every rational neaeould only
be interested in maximizing its own utility, even if this cemat

1This assumption is consistent with BGP and the model of-inter
domain routing in [10]: Because at most one route can beliedta
in a router’s forwarding table to each destination, node® lsame
deterministic way to break tie®.g, based on the next hop’s IP
address; so, valuations can be adjusted accordingly tanttat:
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Figure 1: Route computation using BGP.

the expense of not achieving the global goal. An algorithrot(p
col) istruthful if it is in the best interest of each node to reveal its
true valuation function to the algorithm. An algorithmingentive-
compatible(with respect to some notion of equilibrium) if it is in
the best interest of each node to comply with all the algorith
instructions (with respect to the same notion of equilibrjucom-
pliance includes, but is not limited to, providing truthfaput of
valuation functions.

A distributed setting such as ours poses an inherentlyreliffe
ent challenge for the design of incentive-compatible meismas
(see [3,18]) than a centralized one. This is because thetaiign
is performed by the strategic agents themselves and notddiable
third party. In this paper, we focus on achieving incentigepat-
ibility in ex-post Nash equilibriumwhich has been argued to be
most appropriate for distributed-mechanism computati@j; [us-
ing this equilibrium concept enables the considerationevEgal
forms of rational manipulation other than lying about irp(see
Sec. 5.2 for a detailed discussion).

We are interested in efficient, distributed, and incentives-
patible welfare-maximizing algorithms for the interdomaouting
problem. We require our algorithms to assume no prior kndgde
of the nodes of the topology of the network.

2.2 Notation

First, we present some notation for the representationudts
A simpleroute is a finite sequence of consecutive links from a
source node to the destination node that contains no logpeg).
All routes in this paper are simple unless stated otherwige.say
that nodei is in routeR (or writes € R) if 4 participates in one of
the links inR.

If R is a route fromj (its sourc to the destinationl, ands is
a node that is not iR and is adjacent tg in G, we denote by
(4, 7)R the route that ha§, j) as a first link and then followg to
the destination. If andk are intermediate nodes on a rolRewe
denote byR; ; the subpath of? from j to k.

Throughout this paper, we will consider sub-instances ef th
interdomain-routing problem obtained by removing one niocim
the AS graphG. For every node, we denote by ~* the subgraph
of G that contains all nodes iV excepti and all links inL except
those: participates in. We can now defide® = (G, V', P’)
to be a sub-instance of the original interdomain-routirgance/,

in which the AS graph isG~* and, for each nodg # i, P'(j) =
{R € P(j) | i ¢ R}, i.e, any route containing is removed
from the permitted-route set gf and)’(5) is V(j) restricted to
the sub-domairP’(j), i.e., the valuation of a permitted route in
I~ is identical to the valuation of that route ih We denote by
T;* a welfare-maximizing route allocation fdr .

2.3 Routing with BGP

The Border Gateway Protocol (BGP) [17] belongs to the fam-
ily of path-vector protocolsthe abstract properties of which were
studied in [9]. A sketch of how BGP computes routes is shown in
Fig. 1. The basic idea is that a routing tree to a given deitima
is built, hop-by-hop, as knowledge of how to reach that desion
propagates through the network. Communication betweeesod
takes place throughpdate messagehlat announce chosen routes.

The process is initialized when some destinationd&®nounces
itself to its neighbors by sending update messages. Theh reale
1 iteratively establishes routes ddy:

1. importing, via update messages, routed thosen by neigh-
borg and storing the routes inrauting table

2. choosing the best route froirto d (through a neighbor of
1) among those available in the routing table based on local
routing policy; and

3. if there is a change tds best route, exporting the newly
selected route to all afs neighbors using update messages.

Atany given time, each node’s (internally stored) routiaigié con-
tains the route updates received from its neighbors, anl made

is assigned at most one best route based on its policy. (A node
may not have a best route if it has not yet received any updates

if its neighbors havevithdrawntheir routese.g, because of net-
work failures). We assume that the network is asynchroremsit

is possible that the network delays the arrival of updatesagss
along selective links.

Path-vector routing has several advantages. First, bedhes
only routes considered are those announced by neighberproh
tocol enforces the requirement that route choices form &wemt
tree. Second, each node is able to maintain its autonomy kinmha
its route choice based on local, expressive routing pdalicienird,
changes in the network due to the addition or subtractiorodés
or links can be announced through update messages, andsroute
can use alternate routes stored in the routing table to apeqgkly.
Fourth, because entire paths are announced, nodes can foneck
loops and exclude them from routing tables.

Because BGP is currently the standard protocol for Inteimet
terdomain routing, we desire algorithms that B@P-compatible
i.e, that can be implemented with only small modifications to BGP

3. AREALISTIC, INCENTIVE-
COMPATIBLE ROUTING MODEL

In this section, we present an incentive-compatible, BGR-C
patible algorithm for the interdomain-routing problem fided in
the previous section) when valuation functions belong estricted
but realistic class of policies: next-hop routing that ab#éye Gao-
Rexford conditions for global stability. We first define tioiass of
policies. We then present the algorithm and discuss itsgptigs.

2Some neighbors may refuse to send particular routes.
3Again, nodes may not send certain routes to certain neighbor



3.1 Policies for the Commercial Internet work [8,19] showed that the Gao-Rexford conditions are amig

Packets are forwarded based on destination alone; therafor ~ class of policies that prevent routing anomalies; we wadiss the
is sensible for ASes to useext-hop policies-those that only con-  More general characterization in Sec. 4.2 below.
sider the immediate neighbor along a route—because an AS ac- Using the terminology and notation of Sec. 2, we formallyrtefi
tually has no control over packets once they are forwardea to the Gao-Rexford conditions as follows:

ighboring AS. We f lly define th lici foll . .
neighboring ¢ formally define these policies as follows DEFINITION 3.3. The Gao-Rexford conditionfold iff the AS

DEFINITION 3.1. If i € [n], defineneighbors(i) = {j € N | graph contains no customer-provider cycles, and, for alem <
(i,7) € L}, i.e. the set of nodes adjacentio [n], the following hold for all pairs of nodefyj, k} C neighbors(z)
v and for all pairs of route{ R;, R} C P* such thatext(R;) = j
DeFINITION 3.2. If R" € I’ andR = (3, j) R’, then define the andnext(Ry) = k:
next hopon R to benext(R) = j. Nodei € [n] has anext-hop val-
uation functionv; iff there exists a functiotf; : neighbors(i) — 1. If j is a customer and is not, thenv; (R;) > vi(Ry). If j
R> such that, for every rout& € P, v;(R) = f(next(R)). is a peer andk is a provider, ther;(R;) > v;(Ry). (The
remaining cases are implied by symmetry.)
If all nodes have next-hop valuation functions, we say thia “

instance uses next-hop policies.” Next-hop policies araassi- 2. If neitherj nor k is a customer, therfj,i)R, ¢ P’ and
cally rich enough to permit global routing instability (seec. 4.1); (k,i)R; ¢ P*, because does not sharek; with j or R;
therefore, we require additional constraints on polici@se realis- with k. If j is a customer, then, whatevés relationship
tic and well-studied set of constraints, which we discughimsec- to k, R; is shared withk, and Ry, is shared withj. Thus,
tion, assumes that some business hierarchy underlies tlygajp® (k,i)R; € P* if permitted byk, and (j,i) Ry € P’ if per-
and that policies are based on the economic nature of thisrbfey. mitted by;.

Huston’s study of the commercial Internet [13] suggests two ) .
types of business relationships that characterize AS-ouBenec- 3.2 A BGP-Compatible Algorithm

tions: Pairs of neighboring nodes have eitheuatomer-provider The following algorithm is a straightforward extension tGB
or apeerlngrglatlonshlp. Customer node; pay their provider r_lodes that computes routes and payments for incentive-compatitz|-
for connectivity—access to Internet destinations throtinghprovi- fare-maximizing routing when policies are next-hop basetiabey

der’s links and advertisement of customer destinationfi¢orést the Gao-Rexford conditions described above in Sec. 3.1.
of the Internet. P.eers are nodes that flnd it mut.ually adgmatas The algorithm essentially computes best routes using BGP bu
to exchange traffic for free among their respective custemeey,  5qqs extra information to update messages so that nodesan ¢
to shortcut.route.s thr.ough providers. A node can be in mafiy di pute the mechanism’s payments. This information is alstedto
ferent relationships simultaneously: It can be a custorhene or in nodes’ routing tables, requiring one extra bit of storéaeev-
more nodes, a provider to others, and a peer to yet other nodes gry transit AS on an imported route. These bits are used &r-det
These agreements are assumed to be longer-term cont@it#dh  mine the next hop of the beitavoiding route—the best route in
formed because of various external factag, the traffic pattern I~*—for every transit nodé on the best route for each nodefin
between two nodes. ) . , ) The next hops are used directly in computing payments antéean
I_nt_wtlvely, these business relationships naturally miuoutl_ng stored using one extra row in the routing table, dendtetelow.
policies. Gao and Rexford [7] formally modeled these retahips The extra bit per transit node in each row of the routing talle
and policies with the following three conditions. the extra row used to store the next hops require a constaturf
No customer-provider cycles: Let Gcp be the digraph with the  increase in the space complexity of the original BGP; a simil
same set of nodes & and with a directed edge from every cus- amount of extra storage was used by the algorithm describgs] i
tomer to its provider. We demand that there be no directeesyc  for lowest-cost-path routing. We use the teRGP-compatiblé¢o
in this graph. If this requirement is met, we say that “the ASp mean that the algorithm has the same basic structure as B&P an
contains no customer-provider cycles.” This demand is araht that it is “space-efficient,” in that it requires only a motiesrease
economic assumption, because, if there is a cycl@dm, then a to the storage requirement of the original BGP. This is csinst

node is indirectly its own provider. with use of the term in [3].
Prefer customers to peers and peers to providersA customer Computation of best routes akeavoiding next hops is triggered
routeis a route in which the next-hop AS is a custom@rovider when nodes receive update messages, just as in BGP (see3jec. 2

and peer routesare defined similarly. We require that nodes al- Update-message processing is divided into two cases:g(intss-
ways preferi(e., assign a higher value to) customer routes over peer Sage is from the most valued neighbor that has yet sent a gegssa

routes, which are in turn preferred to provider routes. Biée has ~ in which case the route contained in the message is choséwe as t
an obvious economic justification given the financial agresnfor best route; and (Il) the message is not from the most valugghne
each relationship. bor that has yet sent a message, in which case the extra lfiits in

message are used to update the choices of theskmaiiding next
hops. Unlike BGP, if node: chooses nodg as its next hop, an
update message is still sent franback toy; this extra message is
used to send availability tg of k-avoiding routes through and is
processed using case (Il).

Provide transit services only to customersNodes do not always
carry transit traffic—traffic whose source and destination lie out-
side the node. Nodes are obligated (by financial agreemmts)
carry transit traffic to and from their customers, but nodesdt
carry transit traffic among only providers and peers. Theesf
nodes should share only customer routes with their prosidad Setting: Aninstance of the interdomain-routing problem with next-
peers but should shaed! of their routes with their customers. hop policies obeying the Gao-Rexford conditions. As in [32,

It was proven in [6,7] that, if all nodes obey these condicem- we assume that there exists at each node [n] a function f; :
forced naturally by Internet economics, BGP predictablyeoges ~ 1eighbors(i) — R0, such thaw;(R) = fi(next(R)).
to a stable routing tree, even after node and link failureatet Outcome: A route allocationTy = {Ri,..., R,} that forms a



[ Destination ]| L.(2) =1 [ L.(4) =2 [ L.(5) =1 [| — L.: list of bestk-avoiding next-hop ASes for trangiton z's best route]

d AS 2 AS 4 AS5 — Ra, the route chosen by neighbor 2Sz’s current best route
B3(4) =1 | B2(5) =0 || — B2, the bit vector sent with update from neighior

d AS 1 AS 3 AS 5 — Ry, the route chosen by neighbor AS
B:1(3) =0 | Bi(5) =1 || — By, the bit vector sent with update from neighldor

Figure 2: An example routing table for source nodez using the algorithm from Sec. 3.2.

confluent tree tal, such that
Ty = argmaxr_s, .. 5,3 > vi(Si)-

Structure of Update Messages:An update message: sent by
nodei contains a routeR,, € P’ and, for everyk € R, (k ¢
{i,d}), a bit B,,,(k). Bm(k) = 1if ¢ has, in its routing table, a
k-avoiding route tad, i.e., some routeR € P* such thatk ¢ R.
These bits are used to correctly populate thellistdefined below,
that is used to compute the mechanism’s payments.

Storage at Each Node:Each node has a routing tabl&; indexed

by neighbors of. If j € neighbors(i), thenY;(j) is the update
message sent by node so that at most one advertised route is
stored per neighbor. Initiallyy;(j) = @ for all . Each node also
has a listL;: Assume the current best routeias R;; if k € R; is

a transit nodeX ¢ {i,d}), thenL;(k) = next(R’'), whereR' is
the best:-avoiding route in’s routing table.L; (k) will be used, at
the end of the algorithm, to compute the component of the paym
to nodek that is attributable to nodi denoteds.. Fig. 2 shows an
example of the storage at each node.

Start: AS d sends update message= (d, §) to all neighbors.

Update-Message Processind:etm = (R, Bm) be the update
message received at notlom j € neighbors(z). If (4, j)Rm ¢

P? and next(R.») # i, then discard the message. Otherwise,

(i,j)Rm € P' ornext(R,,) = 4, and the update message should
be stored in the routing table so tH&(j) = (R, Bm).

(Case )If next(R,) # ¢ and

fi(3) (3,

= max - fi
{j’ €neighbors(i)|Y; (5)#0}

i.e., 7 is not the most valued neighbor that has sent an update mes-
sage, then foreach € R; (k ¢ {i,d}), setL;(k) = j if:

1. k€ Ry;
2. B (k) =1;and

3. fi(§) > fi(Li(k)); i.e, if j has ak-avoiding route for some
transitk on the current best rout®; to d, andj is more
valued thani;(k), the next hop on the currently-known best
k-avoiding route, then chande; (k) to ;.

If any changes were made t0; in either of the cases above
(including any time Case | was triggered), then send upda&® m
sagesn’ = (R;, B;,) to all neighbors of, whereB;,, (k) = 1 if
Li(k) # 0 andB;, (k) = 0if L;(k) = 0.

Payment Computation: Once the algorithm converges, the bank
obtains thepayment component§ = f;(next(R;)) — fi(L;(k))
from each node for everyk € R; (k ¢ {i,d}), which is the
component attributable tb of the total payment t&. The bank
then disburses a payment = Zi#k s, to each nodé.

We next investigate the truthfulness and correctness ddltiee
rithm. We show that the algorithm converges, at which timeghea
node: has a valid, utility-maximizing routé; to d and, for each
k € R; (k ¢ {i,d}), the next hop of the best route @, L;(k),
that is used in the computation of payment componehts

3.3 Truthfulness and Correctness
We define the payment to each node to be

si=_vi(Ri) = D vi(R "),

ik ik

@)

i.e, j is the most valued neighbor that has sent an update messagey, \which R is the route allocated tbin Ty, and R} is the route

thenR,, is a new best route @ (i.e., R, is the newR;). ResetL;

to empty and, for each € R,, suchthak # d, do the following to
repopulateL;: If B, (k) = 1, then setl; (k) = j; if Bm(k) =0

ork = j, then:

1. LetA = neighbors(i) — {5} and let

a = argmaX{a/eA\Yi(a/)#@}fi(al)
be the most valued node i. Let (Rq, B.) = Yi(a) be the
routing-table entry for.
2. If k ¢ R,, thensetl;(k) = a.
3. Ifnot,k € R,. If Ba(k) =1, then setL; (k) = a.

4. If L;(k) has still not been set, then repeat at (1) with=
A — {a}. Discontinue repeat ifi = {a}, i.e., there would
be no nodes left in.

Finally, setR; = (¢,5)Rm.
(Case )If next(R,,) =i or

fi(G) # i3,

max i
{4’ Eneighbors(i)|Y; ()70}

allocated ta in 7, .

Our mechanism then belongs to the family\6€krey-Clarke-
Groves(VCG) mechanisms. A classic result of Green and Laf-
font [11] states that a truthful pricing mechanism maximigia
social-welfare function of the forn' (Ty) = > ; vi(R:) must
be a VCG mechanism, with payments expressible as

pr=p_vi(Ri) = hi(T; "),

ik

@)

in which h () is an arbitrary function on”“. In particular, this
means that every strategic agent’s payment must depenigt sale
the other agents. Note that, if

hi(T; ") = wi(R)
i#k
in (2), thenpy, = sy.

Intuitively, the payment to each nodes the increase in the so-
cial welfare of the other nodes caused 4y participation in the
algorithm. The key observation is that these payments cédbrbe
ken down” into components computed by the different nodes: (i
distributed fashion). Loosely speaking, natecomponent in the



payment to nodg corresponds tg’s contribution toi's welfare—
the difference in the valueisassigns to the paths he gets with and

The algorithm in Sec. 3.2 is able to find a welfare-maximizing
or globally optimal, route allocation, even though routes eho-

without j. These components are computed during the algorithm, sen through local decisions. Local decision making canlerys
and the final payment is the sum of payment components coohpute achieve a globally optimal solution; the class of policiesatibed

once the algorithm converges.

DEFINITION 3.4. Thepayment componertf ; for j is
85 = vi(R:) — vi(R;7),

and thepaymentto each node: is

R 7
S = SJ

i#]

It is easy to verify that the paymenty, in Def. 3.4 is the same
as that in (1). At the end of the algorithm, each nedas enough
information to compute§- for all nodesj: Because preferences are
next-hop baseds’ = v;(R;) — fi (Li(j)), wheref; is the next-
hop valuation as in Def. 3.2, arft(5) is the next hop of the best
j-avoiding route computed by the algorithm.

THEOREM 3.5. The algorithm in Sec. 3.2 is truthful and BGP-
compatible.

VCG payments guarantee the truthfulness of the algorithm. |
Sec. 5.2, we show that (with minor modifications) our aldomit
is immune to all types of rational manipulation as formutiabsy
Shneidman and Parkes [18]; this means our algorithm is tiveen
compatible with respect to ex-post Nash equilibrium. Tigoal
rithm is BGP-compatible because it has the same structuB&s
and requires only a constant-factor increase in space esihpl

The following theorem implies the correctness of the athani

THEOREM 3.6. Regarding the algorithm in Sec. 3.2:
(C1) the algorithm converges;
(C2) the outputly is optimal (welfare-maximizing); and

(C3) the noded.; (k) are indeed the next hops of the optimal routes
foriin G7F.

The Gao-Rexford conditions imply (C1); adding next-hopueal
tions implies (C2). Both are special cases of more genesallte
that are discussed in Sec. 4. The welfare-maximizing rguttiee
output by the algorithm with this class of policies has thdiad
tional property that the routes allocated to the nodes ar®mly
globally optimal, but also locally optimal (best with respt each
node’s valuation function). Therefore, if nodes complyhatbe
algorithm’s instructions, they should receive their higthealued
routes. This result is also true for more general classeslafigs;
see Sec. 4.5 below. The proof of (C3) is quite involved andars p
ticular to this algorithm and this class of policies; it canfbund in
the full version of this paper [4].

4. TOWARDS A GENERAL THEORY
OF INCENTIVE-COMPATIBLE
INTERDOMAIN ROUTING

In Sec. 3, we presented a realistic class of policies thaitadm
incentive-compatible, BGP-compatible computation oftesuand
payments. However, many of our techniques apply to othesek
of policies. In this section and the next, we present seyrsitive
steps toward a general theory of incentive-compatiblerdat@ain
routing.

in Sec. 3 satisfy specific constraints that allow this. lis ggction,
we describe three constraints on routing policies. For eaeh
give an example in which removing the constraint resultsuinia:
boundedprice of anarchy meaning that the result of nodes’ acting
rationally but selfishly is arbitrarily worse than the resafla cen-
tralized, optimal computation. In other words, local dexis us-
ing a BGP-compatible protocol may not find a welfare-maxingz
route allocation if one or more of the constraints are ndsBad.
We then show, however, that these three constraints tagketime
a sufficient condition for policies to admit distributedcémtive-
compatible computation of welfare-maximizing routes. drain
Sec. 5, we present an algorithm that is not space-efficiertdu-
putes welfare-maximizing routes and VCG payments for aag<l
of policies that obeys these three constraints.

4.1 Stability, Robustness, and the
Price of Anarchy

Path-vector protocols like BGP function much like an itmeat
game, because, at each step of the protocol, ASes examine the
routes chosen by their neighbors and make local decisions as
which routes are best. Convergence to some equilibriumus th
an implicit goal of the protocol. Informally, a route alldimn is
stableif no node prefers changing his allocated route to a route
that follows one of its neighbors’ allocated routes. A statdute
allocation can be regarded as a Nash equilibrium.

DEFINITION 4.1. Aroute allocationly = {Ru, ..., R, } is sta-
ble iff, for every node,

vi(Ri) = argmax{(i,j)RjePi\(i,j)ELAiQRj}U’i((i7j)Rj)‘
However, a stable route allocation that is reached by |sedt;

ish decision making may not be welfare maximizing. Phiee of
anarchy[14] measures how bad selfish computation can be.

DEFINITION 4.2. In an instancel, let
Weelfish = Vi (Rz)

i=1

be the minimum total social welfare obtained by a stableingut

tree, and let

min
stableTy={R1,...,Rn}

be the maximum total social welfare (over all routing treeghe
price of anarchyf path-vector routing o is
Wopt
Wselﬁsh '
To design a welfare-maximizing path-vector protocol—adrihs-
ted protocol in which decisions are made locally and selfishie
must find conditions under which the price of anarchyl.isWe
develop such a condition in the remainder of this section.
In addition to stability, network operators want routing res
spond to topology changes due to failures. Stability evethén
presence of failures is formally defined as follows.

DEFINITION 4.3. Aninstance of the interdomain-routing prob-
lem isrobustiff, for every sub-instance obtained by removing any
set of nodes and links from the original graph, there exisiaigue
stable route allocation to which a path-vector protocol eerges
from any initial route allocation.



Figure 3: A routing instance with a dispute wheel.

4.2 Dispute Wheels

There is an inherent trade-off in achieving the desired rauto
omy and policy expressiveness at a local level and robustaes
the global level [8]. Early work conjectured that only steirpaths
routing might be provably stable [20]. However, Griffin, $herd,
and Wilfong [10] presented a sufficient condition on pokctaat
guarantees robust convergence while allowing policieadeothan
shortest-path routing.

This condition is callecho dispute wheelA dispute wheel is es-
sentially a representation of a set of nodes and their rgyidticies
(i.e., ordinal preferences on paths) that induce a routing anorAal
network instance on which BGP might oscillate contains putis
wheel; thus, the absence of a dispute wheel in an instanae gua
antees that it will never oscillate. More strongly, the alzseof a
dispute wheel means that the instance and every sub-iestasca
unique stable route allocation.

The absence of a dispute wheel is, in fact, the broadestsknow
sufficient condition for stability and robustness. In theiga of an
incentive-compatible routing mechanism, we want to ensat
our routing algorithm does reach a stable tree in some équitn.
We therefore require that nodes’ valuations, which, in codet,
express routing policies, do not induce a dispute wheel.

The following defines an equivalent sufficient conditionngsi
the language of valuation functions. The equivalence betvikis
definition and the original definition of a dispute wheel i@]tan
be found in [8, 9].

DEFINITION 4.4. Define two relations on permitted routes in
an instancel:

1. LetR: ©1 R iff Ry is a suffix ofR, i.e, there is somg
such thatR: = Ra; q and Ry € P7.

2. LetR; ©2 Ry iff 35 € N : Ri,R2 € P*andv;(R1) >
'UZ'(RQ).

Let® = (61 U6S2)" be the transitive closure @, ©2. Note that
@ is inherently reflexive and transitive.

Instancel hasno dispute whesdff R @ Re and R, @ R implies
that eitherR; = R» or R1, R» start at the same node. (Informally,
this is antisymmetry @b except that ties are allowed in valuations.)

Fig. 3 shows a routing instanc®I6AGREE, from [10]) with
policies that induce a dispute wheel. This instance has taldes
route allocations{1d, 21d} and{12d, 2d}. Because the network
is asynchronous, the timing of update messages may causeBGP
converge to either of these solutions or oscillate betwleem{10].
This anomaly is manifested by the following dispute wheel:

1d ©2 21d ©1 2d ©1 12d S5 1d.

The price of anarchy in this example (& + «), which can be
arbitrarily bad given the choice of > 0.

v4(432d) = 100 + «
v4(431d) = 99

vs(31d) = 100

v3(32d) = 99
v1(1d) = 100 v2(2d) = 100
v1(132d) = 0 v2(231d) = 0

Figure 4: A routing instance without policy consistency.

4.3 Policy Consistency

Our interdomain-routing problem is an optimization praobla
which each node assigreardinal values to the different routes.
Even without dispute wheels, finding a stable route allocetiased
on ordinal preferences does not suffice, because that atinsa
value can be much lower than that of the optimal route alionat

Fig. 4 shows an instance without a dispute wheel; assume).
The unique stable route allocation {8d, 2d, 31d, 431d}. How-
ever, the optimal route allocation {4d, 2d, 32d, 432d}. This al-
location will never be chosen by local decisions, becausie 8o
would much prefer routing through node a route that is always
available for it to choose. Therefore, the price of anarchyhis
example,l + ﬁa, is also unbounded.

To overcome this problem, we formally introduce tpelicy-
consistencyroperty. This property helps to ensure that the optimal
route allocation is stable and, when combined with disputieel
freeness andonsistent filtering/defined in the next subsection),
means that any path-vector protocol converges to an optionéé
allocation. (We explore the interesting connections betwthe
three conditions in Thm. 4.10, first studied in a modified fdoyn
Sobrinho in [19].)

Informally, a node is policy-consistent with an adjacent nogfle
if there are no two routes fromto d with next hopj, such that
prefers one to the other, butisagrees.

DEFINITION 4.5. Leti andj be two adjacent nodes ii. We
say thati is policy-consistenwith j iff for every two routegQ, R}
C P’ suchthat ¢ Q,i ¢ R, and{(¢,5)Q, (¢, j))R} C P°,

if v;(Q) > v;(R), thenvi((4, j)Q) > vi((4, j)R).

DEFINITION 4.6. An instance is policy-consistent (or “policy
consistency holds”) iff, for every two adjacent nodeand j, i is
policy-consistent with.

Assuming policy consistency in a network is natural for thene
reason that next-hop preferences are: Nodes have littteatanver
forwarding paths beyond the next hop. Note that next-hopaval
tions are, in fact, policy-consistent.

Other examples of valuations for which policy consistenalgdh
aremetric-based valuation&efined in [9]).

DEFINITION 4.7. Letd : L — R be a positive real-valued
function that specifies the “length” of each link (a “metridunc-
tion). A valuation functiorv that is based ord is one in which

v(Q) > v(R)iff 32,5 0(1) <31 (D).

It is easy to see that, if all nodes’ valuations are based esdme
underlying metric functiom, then the network is policy-consistent.



fs(4)=2+a
fs(1) =1
543d ¢ P°

Figure 5: Next-hop policies without consistent filtering.

In particular, if(1) = 1 for every link{, then this is precisely the
well known shortest-path-routing problem.

4.4 Consistent Filtering

In traditional formulations of interdomain routing, node® al-
lowed tofilter routes arbitrarily when exporting updates to or im-
porting updates from neighborise., nodes can arbitrarily remove
paths from consideration (restrictitif).

In the welfare-maximizing formulation of interdomain ring,
arbitrary filtering is often disallowed. Arbitrary filtemn like the
lack of policy consistency, can make the price of anarchyunbd-

dispute wheel, then it has a unique stable route allocatibme
following theorem states that, if all three properties hoten this
unique route allocation is globally optimélé., it maximizes the
total social welfare).

THEOREM 4.10. If the valuation functions do not induce a dis-
pute wheel, and nodes filter consistently and are policysisbant,
then there exists a unique stable route allocation and

Ty = argmaxr_s, s,y > vi(Si)-
1=1

A locally optimal route allocation is one in which nodes ase a
signed their most valued routes.

DEFINITION 4.11. A route allocationTy = {Ri,...,Rn} is
locally optimaliff, for every nodei, R; = argmaxppivi(R),
i.e, every node is allocated its highest-valued route.

The following theorem shows that the combination of no dispu
wheel, policy consistency, and consistent filtering ensai only
global optimality but local optimality as well.

THEOREM 4.12. If an instance has no dispute wheel and is pol-
icy consistent, then any globally optimal, stable routeedition is
also locally optimal.

REMARK 4.13. (C2) in Thm. 3.6 is a special case of this result,
because the Gao-Rexford conditions imply no dispute andigon
tent filtering, and next-hop valuations imply policy cotesiey.

REMARK 4.14. Global and local optimality also hold for sub-
instances, because if all three properties hold in an insgarthey

ed, because a node may value a route that is filtered by a neigh-hold for all sub-instances.

bor much more than any other route available. This is the case

in Fig. 5, an instance with next-hop policies (which are pgli
consistent) and no dispute wheel. (Again, assumg 0.) Al-
though nodes generally prefers routing through nodethe path
543d is filtered. If node4 chooses to route through nodenode
5 can route through nodg and this leads to the optimal route al-
location, {1d, 2d, 3d, 42d, 542d}. However, this allocation is not
stable, because nodeprefers routing through nod& which pre-
vents nodes from routing through nodd, leading to the unique
stable route allocatiofild, 2d, 3d, 43d, 541d}. The price of anar-
chy in this example ig + %a, which can grow arbitarily large as
o — OQ.

In order to achieve our objective of welfare maximizatiowe, ne-
quire that nodes not filter routes arbitrarily. If a node fita route,
it must value that route less than any route that is not fitkerthis
is calledconsistent filtering

DEFINITION 4.8. Node; filters consistentlyvith respect to (ad-
jacent) nodgj iff, for any routeR € P’ such that(j, )R ¢ P’ and
(4,4)R is simple,; (R) < v;(Q) for all routesQ € P* such that
(J,1)Q € P7.

We say that an instance “filters consistently” if every nodker§
consistently with respect to every other adjacent node.

REMARK 4.9. Theisotonicity property studied by Sobrinho in
[19] for its relationship to optimal routing essentially wtines
policy consistency and consistent filtering.

4.5 Local and Global Optimality

We now turn to the interesting relationship among the threpp
erties presented in this section: no dispute wheel, pol@mysis-
tency, and consistent filtering. Recall that, if an instahas no

5. AN ALGORITHM FOR GENERAL

CLASSES OF POLICIES

The no-dispute-wheel property guarantees that any pattowe
protocol converges to the unique stable route allocationheiV
combined with policy consistency and consistent filterthgs route
allocation is globally optimal. Therefore, if these thremmer-
ties hold, we can use a path-vector protocol to compute veelfa
maximizing routes. However, there is still the matter ofiensy
that the ASes have no motivation to rationally manipulategio-
tocol in order to better their outcome.

We now present an incentive-compatible, distributed étlgor
for interdomain routing on instances that are dispute-Wiree
and policy-consistent. We investigate its incentive-catiipity
properties in detail; its payment structure naturally ecdés con-
sistent filtering and truthful participation, and the algam is also
not subject to other forms of rational manipulation as fdated
by Shneidman and Parkes in [18].

The BGP-compatible algorithm in Sec. 3 is a specific caseisf th
algorithm; we conclude this section by presenting anotheéPB
compatible special case, that of metric-based valuatiNiote that
the general-case algorithm is not BGP-compatible, bectsiga-
plementation requires more than a modest increase to thegsto
space at each node.

5.1 Algorithm Specification

This algorithm can be thought of as a “meta-algorithm” in the
sense that it ignores implementation aspects (includingethre-
lated to internal memory considerations and message jgas¥yife
prove the correctness of our algorithm for the case in whatities
do not induce a dispute wheel and nodes are policy-consisten



Setting: An instancel = (G, P, V) of the interdomain-routing
problem that is dispute-wheel-free and policy-consistent

Outcome: A route allocatiorify = { Ry, . .., R, } that forms a con-
fluenttree tal, suchthally = argmaxy_g, g1 2iey vi(Si)-
The Algorithm:

The algorithm runs: + 1 copies of a path-vector protocol (see
Sec. 2.3) to find the optimal route allocatidy * for eachl %, 1 <
1 < n, and the optimal route allocatich; for I. It can therefore
be regarded as composed of many similar “sub-algorithnat’ate
executed simultaneously.

Once all sub-algorithms reach a stable route allocatiorryev
nodej is assigned its route ify. Its payment is computed as fol-
lows: Every nodei computes gpayment componerior 7, sj
vi(R;) —v;(R;7), in which R; and R; 7 are the routes allocated
toiin Ty ande’j, respectively. The total payment to nofles de-
fined to be the sum of these payment components; > '

7
i#5 St

THEOREM 5.1. If policies do not induce a dispute wheel and
are policy-consistent, this algorithm converges to a raltecation
that maximizes total social welfare.

In Sec. 4.5, we showed that, if an instance is dispute-free, i
policy-consistent, and filters consistently, then everthpeector
protocol converges to a route allocation that is both glglzaid lo-
cally optimal. However, notice that Thm. 5.1 only requiresdis-
pute wheel and policy consistency. In Sec. 5.2, we show kteesiet
two properties suffice—if both properties hold, then nodegemo
incentive, given the payments computed, to filter any routes

The local optimality of the route allocation reached by thgpa
rithm leads to two important observations regarding the matar
tion of payments: First, all payment components calculatethe

third party, as is the case in a centralized setting). In conleh for
example, nodes may refuse to pass messages or choose thalter
contents of messages that go through them.

Let us consider the more general case in which nodes have many
ways of rationally manipulating the algorithm. We proveédne
tive compatibility by showing that a node cannot benefit byiate
ing from the information revelation, communication, andhputa-
tional actions it is instructed to perform by the prototaNe make
use of the techniques in [18] to show that, with a minor adpestt,
our algorithm obtains incentive compatibility @-post Nash equi-
librium. The only modification needed is requiring, as in [18], that
all communication between the bank and the nodes be sigried an
receive signed acknowledgments. (The bank has the power to i
vestigate when receipts are not received.)

An ex-post Nash equilibrium is a robust solution concept: In
such an equilibrium, no single node would deviate from tlgm-al
rithm even if it knew the other nodes’ private valuationswé aim
at an ex-post Nash equilibrium, we must assume only thabdika
are rational and wish to maximize their utilitiésShneidman and
Parkes view the need to settle for an ex-post Nash equitibiiu
the general case (instead of an equilibrium in dominantesiies
in the restricted case) as “the cost of distributing mectrargom-
putation across a network” [18].

THEOREM 5.3. The modified algorithm is incentive compatible
in ex-post Nash equilibrium.

REMARK 5.4. Because dispute-free policies imply robustness,
the problem has a unique stable solution; this solution soalp-
timal. Since every such stable solution is an ex-post Nashileq
rium, we have only one ex-post Nash equilibrium. Therefore,
avoid the problem that arises when multiple equilibria exi€.,

nodes are nonnegative; so, the payment to each node is ronnegmaking sure that the nodes select the same equilibrium.

ative. Hence, we are guaranteed that nodes will not haveyto pa
the bank for their participation in the algorithm. Seconddex’s
payment componenij for every nodej ¢ R; (R; isi’s optimal
route) is alwayd), becausek?; = R, 7. Therefore, every node
only needs to store in its memory alternate routes and patymen
component values for the transit nodes on its best route.

5.2 Incentive Compatibility

To prove that our mechanism is incentive compatible, we first
consider the restricted case in which the only form of rationa-
nipulation available to the nodes is not revealing theie tpuefer-
ences. In particular, nodes can lie about what routes aitablea
by filtering routes arbitrarily.

THEOREM 5.2. The payments; = 3., s; have the form of
VCG payments.

VCG payments guarantee the strongest possible result éor th
restricted case: truthful behavior of all nodes leads timminant-
strategy equilibriumThat is, a rational node’s best strategy is con-
veying its true preferences no matter what the preferentéseo

REMARK 5.5. Asin [18], we too assume that nodes &enev-
olentin the sense that they will implement the algorithm’s instru
tions as long as they do not strictly prefer choosing anosteat-
egy. Therefore, we only require a weak ex-post Nash equiitor

5.3 Metric-Based Valuations

The algorithm in Sec. 3.2 is a special case of the generat algo
rithm in Sec. 5.1; the class of policies used in the formewedlthe
algorithm to be more space-efficient than running 1 copies of a
path-vector protocol. We now briefly present another speeise,
that of metric-based valuationslefined in Sec. 4.3.

Metric-based valuations are inherently dispute-wheet &9,

19]; they are also policy-consistent. Thus, if nodes do rterfi
routes arbitrarily, metric-based valuations permit insencompat-
ible, distributed computation of welfare-maximizing rest

The important observation regarding metric-based valnatis
that, just as with next-hop policies, when running a pattioe
protocol on an instance with metric-based valuations, ama&i
not store in its memory and communicate in each time step en-
tire paths. This is because the value an AS assigns a route de-

other nodes are. Hence, a node need not make any kind of aS-pends solely on the routelength and so merely storing and com-

sumptions on the other nodes’ behavior or haveapyiori knowl-
edge about their preferences. Thus, incentives natunafityee the
consistent-filtering condition, because nodes have novatain to
filter routes beyond what is necessary to enforce no dispbeeiv
(e.g, the third Gao-Rexford condition; see Sec. 3.1).

As pointed out by Shneidman and Parkes [18], in a distributed

setting, there are many other forms of rational maniputaticail-
able to the strategic agents. This is because the compuiatixe-
cuted by the strategic agents themselves (and not by sorableel

municating routes’ lengths is sufficient. Thus, to compsjte=
vi(R:) — vi(R; "), nodei only needs the lengths dt; andR; ",

“These three properties are what Shneidman and Parkes {&8] re
to as IC-, CC-, and AC-compatibility.

5The ex-post Nash equilibrium concept is strictly strondeant
the well known Nash-equilibrium concept. A Nash-equilion-
oriented implementation of our algorithm would have to assu
that every node is familiar with the preferences of all othedes.
This assumption is unrealistic in interdomain routing.



as these determine the valuation; furthermore, becauseaifdp- Finally, the question of optimal communication complexity
timality, nodei need only do this for transit nodes on its best (and the computation of routes and payments remains open. We have

chosen) route to the destinatiosf, (= 0 for non-transit nodes). stressed space complexity in this paper, but there may be-an i

A straightforward extension of BGP can be used to propagate crease over BGP in the number of update messages sent by our
this information. Update messages frgnwill include, in addi- algorithms. This is because our algorithms have an additioon-
tion to j’s best routeR;, the length ofR; and, for everyk € R; dition that triggers sending an update message, namelglamge
(k ¢ {j,d}), the length of the best known route athat avoidsk. to the best knowrk-avoiding route (or next hop), for any transit
Update messages are sent whenever this information chahges  nodek on the current best path. Update messages are not sent for
The BGP routing table is extended to store this extra inféiona this reason in the original BGP. Although the message caxnple

requiringO(1) extra space per node, per route, stored in the table. ity of our algorithms is not unreasonable with respect to BGP

When a node receives an update message, it checks the grovide worst-case performance, the optimal number of messageedee
lengths to determine whether a shorkeavoiding route is known to compute payments in addition to routes is currently uakno
(for each transit nodé on the current best route). This process

mirrors that in [3]. At the end of the algorithm, nodes haveiggh 7. ACKNOWLEDGEMENTS

information to compute the payment componesjts The authors would like to thank Tim Griffin, Aaron Jaggardy-Je

) nifer Rexford, Rahul Sami, and Scott Shenker for many hélpfu
REMARK 5.6. We note that, because routes with shorter lengths  §iscussions about interdomain routing.

are chosen as best, routes are forced to be simple. If a nooleskn
of a k-avoiding route with a loop, it must also know of the route
voIaing foute W P, 1t MU w "¢ 8. REFERENCES

without the loop. If all lengths are positive, then the sienphth
will be strictly shorter. [1] M. Caesar and J. Rexford. BGP Policies in ISP Netwolk&E Network
Magazinel9(6):5-11, Nov. 2005.
[2] J. Feigenbaum, D. Karger, V. Mirrokni, and R. Sami. Sehje-Cost Policy

Routing. InProc. Wshp. Internet and Network Economics (WINE)
6- CO NCLU S I ON S AN D pp. 174-183, LNCS vol. 3828. Springer-Verlag, Dec. 2005.
OPEN OQUESTIONS [3] J. Feigenbaum, C. Papadimitriou, R. Sami, and S. SheAKBGP-based
] Q . . ) Mechanism for Lowest-Cost RoutinBistributed Computing.8(1):61-72,
In this paper, we addressed the problem of incentive-cabipat Jul. 2005.
interdomain routing. Our main result is a BGP-compatibiegnt- [4] J. Feigenbaum, V. Ramachandran, and M. Schapira. livee@ompatible
ive-compatible mechanism for a realistic class of routintjgies, Interdomain Routing (full version). Yale Univ. Tech. Repd842.

ftp://ftp.cs.yal e. edu/ pub/ TR/ tr1342. pdf.

thus answering an open question pqsgd in [3]. AC!G!I'[IOI‘I@M@, [5] J. Feigenbaum, R. Sami, and S. Shenker. Mechanism Démigrolicy
stated general conditions that are sufficient for desigimogntive- Routing. InProc. 23¢ Symp. Principles of Distributed Computing
compatible, welfare-maximizing protocols for more gehelasses 6l (PODC'04), pp. 1ﬁ1—20v dACM P"fassd: JUIH 2004|- . " A
: [ : ; At _ 6] L.Gao, T. G. Griffin, and J. Rexford. Inherently Safe BapkRouting wit

of routing policies. U;lng this ger_1era| characterizatior pre BGP. InProc. IEEE INFOCOM01 pp. 547-556. IEEE Computer Society,
sented a BGP-compatible mechanism for yet another clasiwf v Apr. 2001,
ations, namely metric-based valuations. It would be irstémg to [7] L.Gao and J. Rexford. Stable Internet Routing withoubtl Coordination.
find other natural classes of valuations for which BGP-cdibja IEEE/ACM Trans. Networking(6):681-692, Dec. 2001.
mechanisms exist [8] T.G. Griffin, A. D. Jaggard, and V. Ramachandran. Designdples of

) . . Policy Languages for Path Vector ProtocolsPimc. ACM SIGCOMM'03

There are many other issues that remain unresolved ancbcall f pp. 61-72. ACM Press, Aug. 2003,

further research. One such issue is that of designing lolisérd [9] T.G. Griffin, F. B. Shepherd, and G. Wilfong. Policy Digps in Path Vector
(preferab'y BG P_Compatib|e) mechanisms that Otmm approx- Protocols. IrProc. 7" Int| Conf. Network Protocols (ICNR)pp. 21-30. IEEE

\pret ; > N Computer Society, Nov. 1999.
imationsto the total social welfare. Very little is known about the omputer Society, Jov

. - . . : . [10] T.G. Griffin, F. B. Shepherd, and G. Wilfong. The Stab&ts Problem and

apprpxmablllty of the |nterdoma|n-rout|ng problem. Fe“@?alfm: Interdomain Routingl EEE/ACM Trans. Networking0(2):232—243,
Sami, and Shenker [5] show that, if we impose no restrictmms Apr. 2002.
the routing policies, then no good approximation ratio faiagble. (11 J. Gblree” and J. '—aff‘l’m- Incentives in PUE“C ﬁ’lecﬁio"“""g- ('j”StUdieS in

. ; B : . Public Economicsvol. 1, pp. 65-78. North Holland, Amsterdam, 1979.
A first st_ep toyva_rds_ the deSIgr.] .Of BGP com_pat|_b|e approxmr_lat [12] J. Hershberger and S. Suri. Vickrey Prices and ShoRa#ts: What is an edge
meChaanS IS flndmg a nontrivial ?harac'[enzatlon ofirgupoli- worth? InProc. 429 Symp. Foundations of Computer Science (FQCS)
cies for which the price of anarchy is low. pp. 129-140. IEEE Computer Society, 2001.

Introducing incentive compatibility into the interdomaiouting (13] g‘ HUS,:‘)(?Ng%;Cr?”FGiCtiO“{ ge?fi?ygyj and f;g“g'eméﬂ'@roc- Internet Global

. . . . . - . ummi . e Internet society, Jun. .
§ettlng involves paying ASes for their participation in ﬁnlgo- . [14] E. Koutsoupias and C. H. Papadimitriou. Worst-caseiltnjia. In Proc. 16"
”th_m- The way these payments are computed leads to many inte Symp. Theoretical Aspects of Computer Science (STABSI87—396, LNCS
esting questions: How can we make sure that the ASes are @ot ov vol. 1563 (G. Meinel and S. Tison, eds.). Springer-VerlagrM999.
pa|d for the transit services they prov|de’) (VCG mechanisms [15] J. Moy. Open Sh|<()rtest P?uting) First (OSPF) version 2Z2RB28. Internet
e . . . . Engineering Task Force (IETF), Apr. 1998.
often criticized in the literature for overpaying the stgit agents._) [16] N. Nisan and A. Ronen. Algorithmic Mechanism Desigrames and
In our formu!atlon, the ASes dp not pay egch other but are ipaid Economic BehavioB5(1,2):166-196, 2001.
the bank(as in [18]). Is it possible to get rid of the bank and have [17] Y. Rekhter and T. Li. A Border Gateway Protocol (BGP-RFC 1771.
ASes pay other ASes directly for transit services rendered? " '”teL”etgng'”ee:'jng Task F?(fce ('ET?' Mar. 1995@‘ it
ot : B ; 18] J. Shneidman and D. C. Parkes. Specification Faithéslire Networks wit

A distributed setting SL.JCh as. ours .poses an I.nherenﬂy reiffe Rational Nodes. IProc. 234 ACM Symp. Principles of Distributed
ent challenge for the de5|gn of mcentlv_e-r_;ompatlble meisimas Computing (PODC'04)pp. 88-97, ACM Press, Jul. 2004.
(see [3,18]) than a centralized one. This is because the wamp [19] J. L. Sobrinho. An Algebraic Theory of Dynamic NetworkiRing.
tion is performed by the strategic agents themselves anthynat IEEE/ACM Trans. Networking3(5):1160-1173, Oct. 2005.

[20] K. Varadhan, R. Govindan, and D. Estrin. PersistenttB@scillations in

reliable third party. We reconcile the strategic model aveldis- Interdomain RoutingComputer Network82(1):1-16, Jan. 2000,

tributed computational model by using techniques simiahbse
in [18]. In particular, we use cryptographic signing. Isdsgible to
reconcile the two models without having to resort to thisitéqgue?



