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Summary. The routing of traffic between Internet domains,
or Autonomous Systems (ASs), a task known as interdomain
routing, is currently handled by the Border Gateway Protocol
(BGP). In this paper, we address the problem of interdomain
routing from a mechanism-design point of view. The applica-
tion of mechanism-design principles to the study of routing is
the subject of earlier work by Nisan and Ronen [ 16] and Her-
shberger and Suri [12]. In this paper, we formulate and solve
aversion of the routing-mechani smdesign problemthat is dif-
ferent from the previously studied version in three ways that
make it more accurately reflective of real-world interdomain
routing: (1) wetreat the nodes as strategic agents, rather than
thelinks; (2) our mechanism computes |owest-cost routes for
all source-destination pairs and payments for transit nodes
on all of the routes (rather than computing routes and pay-
ments for only one source-destination pair at a time, as is
donein [16,12]); (3) we show how to compute our mecha-
nismwith a distributed algorithmthat is a straightforward ex-
tension to BGP and causes only modest increasesin routing-
table size and convergence time (in contrast with the cen-
tralized algorithms used in [16,12]). This approach of using
an existing protocol as a substrate for distributed computa-
tion may prove useful in future development of Internet al-
gorithms generally, not only for routing or pricing problems.
Our design and analysis of a strategyproof, BGP-based rout-
ing mechanism provides a new, promising direction in dis-
tributed a gorithmic mechanism design, which has heretofore
been focused mainly on multicast cost sharing.
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1 Introduction

Thelnternet is comprised of many separate administrative do-
mains known as Autonomous Systems (ASs). Routing occurs
on two levels, intradomain and interdomain, implemented by
two different sets of protocols. Intradomain-routing proto-
cols, such as OSPF, route packets within a single AS. In-
terdomain routing, currently handled by the Border Gateway
Protocol (BGP), routes packets between ASs. Although rout-
ing isavery well-studied problem, it has been approached by
computer scientists primarily from an engineering or “pro-
tocol-design” perspective.

In their seminal paper on algorithmic mechanism design,
Nisan and Ronen [ 16] advocate combining an economic, “inc-
entive-compatibility” approach with the moretraditional proto-
col-design approach to the problem. Internet routing is an ex-
tremely natural problem in which to consider incentives, be-
cause ownership, operation, and use by numerous indepen-
dent, self-interested parties give the Internet the characteris-
tics of an economy as well as those of a computer. In this
paper, we continue the study of routing from a mechanism-
design perspective, concentrating specifically on interdomain
routing, for reasons explained below.

In our formulation of the routing-mechanism design prob-
lem, each AS incurs a per-packet cost for carrying traffic,
where the cost represents the additional load imposed on the
internal AS network by this traffic. To compensate for these
incurred costs, each AS is paid a price for carrying transit
traffic, which is traffic neither originating from nor destined
for that AS. It is through these costs and prices that con-
sideration of “incentive compatibility” is introduced to the
interdomain-routing framework, which, as currently imple-
mented, does not explicitly consider incentives. Our goal is
to maximize network efficiency by routing packets along the
lowest-cost paths (L CPs). We are following previouswork on
mechanism design for routing [16,12] by introducing incen-
tivesin this way, and focusing on lowest-cost paths.

The main difference between this paper and previous al-
gorithmic mechanism design for routing is our focus on com-
puting the routes and pricesin a distributed fashion. Further-
more, in order to steer the mechanism-design approach to-
wards practical implementation, we consider only distributed
agorithms that retain the data structures and communication
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protocol of BGP. We develop a “BGP-based computational
model” to capture these requirements and seek to compute
the routes and pricesin this model.

Given a set of costs, the LCPs can be computed using
standard routing protocols (such as BGP). However, under
many pricing schemes, an AS could be better off lying about
its costs;! such lying would cause traffic to take non-optimal
routes and thereby interfere with overall network efficiency.

To prevent this, we first ask how one can set the prices
so that ASs have no incentive to lie about their costs; as we
discuss in Section 2, such pricing schemes are called “ strate-
gyproof.” We also require that ASsthat carry no transit traffic
receive no payment. We prove that there is only one strate-
gyproof pricing scheme with this property; it is a member of
the Vickrey-Clarke-Groves (VCG) class of mechanisms [25,
3,11]. This mechanism requires a per-packet price to be paid
to each transit node k; this price is determined by the cost of
the LCP and the cost of thelowest-cost path that does not pass
through £. We next ask how the VCG prices should be com-
puted, and we provide a “BGP-based” distributed algorithm
that accomplishesthis.

Our results contribute in several ways to the understand-
ing of how incentives and computation affect each other in
routing-protocol design. Nisan and Ronen [16] and Hersh-
berger and Suri [12] considered the L CP mechanism-design
problem, motivated in part by the desire to include incentive
issues in Internet-route selection. The L CP mechanism stud-
ied in [16,12] takes as input a biconnected graph, a single
source, asingle destination, and a (claimed) transmission cost
for each link; the strategic agents are the links, and the mech-
anism computes, in a strategyproof manner, both an LCP for
this single routing instance and a set of paymentsto the links
on the LCP. This mechanism is amember of the VCG family
and forms the point of departure for our work. However, our
formulation of the problem differs in three respects, each of
which makes the problem more representative of real-world
routing:

e First, in our formulation, it isthe nodesthat are the strate-
gic agents, not thelinksasin[16, 12]. We makethis choice
because we are trying to model interdomain routing. ASs
actually areindependent economic actorswho could strate-
gize for financial advantage in interdomain-routing deci-
sions; in the BGP computational model into which we
seek to incorporate incentive issues, it is the nodes that
represent ASs and that are called upon to “advertise” their
inputs to the protocol. Formulations in which the links
are the strategic agents might be more appropriate for in-
tradomain routing, but it is not clear that incentive issues
are relevant in that context; because al links and routers
within a domain are owned and managed by a single en-
tity, they are unlikely to display strategic behavior.

e Second, instead of taking as input a single source-destin-
ation pair and giving as output a single LCP, our mech-
anism takes in n AS numbers and constructs LCPs for
all source-destination pairs. Once again, we make this

1 There are two waysin which lying might increase the AS s total
welfare: Announcing a lower-than-truthful cost might attract more
than enough additional traffic to offset the lower price, or announc-
ing a higher-than-truthful cost might produce an increasein the price
that is more than sufficient to offset any resulting decrease in traffic.

choicein order to model more accurately theinterdomain-
routing scenario. This complicates the problem, because
there are now n? LCP instances to solve.

e Third, we compute the routes and the payments not with
a centralized algorithm, as is done in [16,12], but with
a distributed protocol based on BGP. This is necessary
if the motivation for the mechanism-design problem is
Internet routing, because interdomain-route computation
is in fact done in a distributed fashion, with the input
data (AS-graph topology) and the outputs (interdomain
routes) stored in adistributed fashion as well. The various
domains are administratively separate and in some cases
competitors, and there is no obvious candidate for a cen-
tralized, trusted party that could maintain an authoritative
AS graph and tell each of the ASs which routes to use.
Real-world BGP implementations could be extended eas-
ily to include our pricing mechanism, and we prove that
such an extension would cause only modest increases in
routing-table size and convergencetime.

Our approach of using an existing network protocol as
a substrate for redlistic distributed computations may prove
useful generally in Internet-algorithmdesign, not only in rout-
ing or pricing problems. Algorithm design for the Internet has
the extra subtlety that adoption is not a decision by a systems
manager, concerned only with performance and efficiency,
but rather a careful compromise by a web of autonomous
entities, each with its own interests and legacies. Backward
compatibility with an established protocol is a constraint and
criterion that is likely to become increasingly important and
prevalent.

Despite these efforts to formulate the problem realisti-
cally, there are several aspects of reality that we deliberately
ignore. First, per-packet costs are undoubtedly not the best
cost model, e.g., in some cases transit costs are more admin-
istrative than traffic-induced. Second, BGP alows an AS to
choose routes according to any one of awide variety of local
policies; LCP routing is just one example of a valid palicy,
and, in practice, many ASs do not use it [24]. Furthermore,
most ASs do not allow non-customer transit traffic on their
network.? In this paper, we ignore general policy routing and
transit restrictions; we only use LCPs. Lastly, BGP does not
currently consider general path costs; in the cases in which
AS policy seeks LCPs, the current BGP simply computes
shortest AS paths in terms of number of AS hops. This last
aspect is minor, because it would be trivial to modify BGP so
that it computes LCPs; in what follows, we assume that this
modification has been made.

Because of these limitations, our results clearly do not
constitute a definitive solution to the incentive problem in
interdomain routing. Nonetheless, they represent measurable
progress on two fronts. First, although it does not capture al
of the important features of interdomain routing, our prob-
lem formulation is an improvement over the previous onesin
the algorithmic mechanism-design literature [16,12], as ex-
plained above. Second, we have expanded the scope of dis-

2 We say that two ASs are “interconnected” if there is a traffic-
carrying link between them. Interconnected ASs can be peers, or
one can be a customer of the other. Most ASs do not accept transit
traffic from peers, only from customers.
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tributed al gorithmic mechanismdesign, which has heretofore
been focused mainly on multicast cost sharing [6,1,4].

In the next section, we give a brief review of algorith-
mic mechanism design. In Section 3, we provide a formal
statement of the problem and in Section 4 derive the pricing
scheme. In Section 5, we describe the BGP-based computa-
tional model that we use for the distributed price-calculation
algorithm given in Section 6. We conclude in Section 7 with
abrief discussion of open problems and future work.

2 Algorithmic Mechanism Design

The purpose of this section is to review the basics of algo-
rithmic mechanism design. Readers already familiar with this
area, e.g., through the early papers of Nisan and Ronen [16]
and Feigenbaum, Papadimitriou, and Shenker [6], should skip
to the next section.

In designing efficient, distributed algorithms and network
protocols, computer scientiststypically assume either that com-
putational agents are obedient (i.e., that they follow the pro-
tocol) or that they are Byzantine adversaries (i.e., that they
may deviate from the protocol in arbitrary ways that harm
other users, even if the deviant behavior does not bring them
any obvious tangible benefits). In contrast, economists de-
sign market mechanisms in which it is assumed that agents
are neither obedient nor adversarial but rather strategic: They
respond to well-defined incentives and will deviate from the
protocol only for tangible gain. Until recently, computer sci-
entists ignored incentive compatibility, and economists ig-
nored computational efficiency.

The emergence of the Internet as a standard, widely used
distributed-computing environment and of Internet-enabled
commerce (bothintraditional, “ real-world” goodsand in el ec-
tronic goods and computing services themselves) has drawn
computer scientists’ attention to incentive-compatibility ques-
tionsin distributed computation. In particular, there is grow-
ing interest in incentive compatibility in both distributed and
centralized computation in the theoretical computer science
community (see, e.g.,[2,6,8,12,16,19]) andin the“distributed
agents’ part of the Al community (see, eg., [15,17,18,21, 26,
27)).

A standard economic model for the design and analysis of
scenarios in which the participants act according to their own
self-interest is as follows. There are n agents. Each agent 4,
fori € {1,...,n}, hassome privateinformation¢*, caled its
type. For each mechanism-design problem, there is an output
specification that maps each type vector t = (t!,...,t") to
aset of allowed outputs. Intuitively, the specification tells us
what a well-meaning planner would do, if she could access
al the agents' private information. Each agent has his own
preferences over the possible outputs, which may depend on
his private information. Agent ¢'s preferences are given by a
valuation function v that assigns a real number v*(t?, 0) to
each possible output o. For example, in an instance of the
task-allocation problem studied in the original paper of Nisan
and Ronen [16], there are k tasks z1,. .., zx, agent i's type
t = (t,...,t}) isthe set of minimum times in which it is
capable of completing each of the tasks, the space of feasi-
ble outputs consists of all partitions Z = Z' U ... U Z",
in which Z? is the set of tasks assigned to agent 4, and the

valuation functions are v’ (Z, t') = — 3= 5. t;. Except for
the private-type information, everything else in the scenario
is public knowledge.

~ A mechanism defines for each agent 7 a set of strategies
A'. Each agent ¢ “plays’ astrategy o € A*; the input to the

mechanism is the vector of strategies (a?, ..., a™). For each
input vector (a!, ..., a™) the mechanism computes an output
o = o(a',...,a") and a payment vector p = (p',...,p"),

wherep® = pi(al, ..., a™). The payment p’ is used to incen-
tivize agent 7 to behave in accordance with the mechanism’s
overall goals. Agent i's utility is v*(t?, o) + p?, and it is this
quantity that the agent seeks to maximize. A strategyproof
mechanismisonein which typesare part of the strategy space
A?, and each agent maximizes his utility by giving histypet®
as input regardless of what other agents do. In other words,
the relation

U?(t?, o(afi, tl)) + p?(a’f, til)
> i(t ofa~",a)) + p'la~", o)

(where a~* denotes the vector of strategies of all players ex-
cept player i) must hold for all 7 and al possible values of
t'. o~ and a'.

Thus, the mechanism wants each agent to report his pri-
vate type truthfully, and it is allowed to pay agentsin order to
provide incentives for them to do so. In the task-allocation
problem described above, an agent may be tempted to lie
about the times he requires to complete each task, in the hope
that his resulting allocation will have a higher valuation. If
tasks were allocated by a strategyproof mechanism, hewould
have no incentive to do this, because his resulting payment
would be lower; indeed it would be sufficiently lower that his
overal utility would be no greater than it would have been if
he had told the truth.

For a thorough introduction to economic mechanism de-
sign, see Chapter 23 of the book by Mas-Colell, Whinston,
and Green [13].

In their seminal paper on algorithmic mechanism design,
Nisan and Ronen [16] add computational efficiency to the set
of concerns that must be addressed in the study of how pri-
vately known preferences of a large group of selfish entities
can beaggregatedinto a“social choice” that resultsin optimal
alocation of resources. Succinctly stated, Nisan and Ronen’'s
contribution to the mechanism-design framework is the no-
tion of a (centralized) polynomial-time mechanism, i.e., one
in which o() and the p*()’s are polynomial-time computable.
They also providestrategyproof, polynomial -time mechanisms
for some concrete problems of interest, including LCPs and
task allocation.

To achieve feasible algorithmic mechanismswithin an In-
ternet infrastructure, the mechanism-design framework must
be enhanced with more than computational efficiency; it also
requires a distributed computational model. After al, if one
assumes that massive numbers of far-flung, independent agents
are involved in an optimization problem, one cannot reason-
ably assume that a single, centralized “mechanism” receives
al of the inputs and doles out all of the outputs and pay-
ments. The first work to address this issue is the multicast
cost-sharing paper of Feigenbaum, Papadimitriou, and
Shenker [6]. This work does not attempt to provide a gen-
era decentralized-mechanism computational model. Rather,
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it achieves the more modest goal of using the same network-
agorithmic infrastructurethat is needed for multicast to com-
pute two natural mechanisms for assigning cost shares to the
recipients of the multicast. It puts forth a general concept of
“network complexity” that requires the distributed algorithm
executed over an interconnection network 7' to be modest
in four different respects. the total number of messages that
agents send over 7', the maximum number of messages sent
over any onelink in 7", the maximum size of a message, and
thelocal computational burden on agents.

Routing has been part of the algorithmic mechanism-design
agenda from the beginning. Nisan and Ronen [16] provide a
polynomial-time, strategyproof mechanism for optimal route
selection in a centralized computational model. In their for-
mulation, the network is modeled as an abstract graph G =
(V, E'). Each edge e of the graph is an agent and has a private
type t¢, which represents the cost of sending a message along
this edge. The mechanism-design goal is to find an LCP o
between two designated nodes = and y. The valuation of an
agent ¢ is —t€ if e is part of o and O otherwise. Nisan and
Ronen show that the following simple mechanism is strate-
gyproof: The payment to agent e is 0 if e isnot on the LCP
o, and the payment is dgje—o — dgle—o if € iSON 0, Where
dg|e—c is the cost of the LCP through G when the cost of e
is set to be c. The graph needs to be biconnected to prevent
the charging of monopoly prices. Note that LCP computa-
tion and biconnectivity testing can both be accomplished by
standard, polynomial-time algorithms in a centralized com-
putation model.

As explained in the previous section, our goal in this pa-
per is to reformulate the L CP mechanism-design problem so
that it more accurately reflects the real-world problem that is
the mativation for studying it (i.e., interdomain routing) and
to develop a distributed algorithmic mechanism that can be
computed by a BGP-based protocaol.

3 Statement of Problem

The network has a set of nodes N, n = || N||, where each
node is an AS. There is a set L of (bidirectional) links be-
tween nodes in N. We assume that this network, called the
AS graph, is biconnected; thisis not a severe restriction, be-
cause the route-sel ection problem only ariseswhen anode has
multiple potential routes to a destination. For any two nodes
i, € N, Tj; is the intensity of traffic (number of packets)
originating from i destined for j.

We assume that a node k incurs atransit cost ¢;, for each
transit packet it carries. In the terminology of Section 2, ¢y, is
the type of agent k. For simplicity, we assume that this cost
is independent of which neighbor & received the packet from
and which neighbor £ sends the packet to, but our approach
could be extended to handle a more general case: We could
have a different cost depending on which neighbor & sends
the packet to, in which case we would have a cost associated
with each edge, asin the cost model of [16,12]. (The strategic
agents would still be the nodes, and hence the VCG mecha-
nism we describe here would remain strategyproof.) We write
cforthevector (cy, ..., c,) of al transit costsand ¢~ * for the
vector (¢1, ..., Ck—1, Ck+1, - - - Cp,) Of Al costs except cy.

We also assume that each node k& is given a payment p*
to compensate it for carrying transit traffic. In general, this
payment can depend on the costs c, the traffic matrix [T';;],
and the network topology. Our only assumption, which we
invoke in Section 4, is that nodes that carry no transit traffic
whatsoever receive no payment.

Our goal isto send each packet along the L CP, according
to the true cost vector ¢. We assume the presence of a rout-
ing protocol (such as BGP, suitably configured) that, given a
set of node costs ¢, routes packets along L CPs. Furthermore,
we assume that, if there are two LCPs between a particular
source and destination, the routing protocol has an appropri-
ate way to break ties. Let I;(c; 4, j) betheindicator function
for the LCP from i to j; i.e., Ix(c;4,7) = 1, if node k is an
intermediate node on the LCP fromi to j, and I (c;4,5) = 0
otherwise. Note that I;(c;i,j) = I;(¢;4,j5) = 0; only the
transit node costs are counted.

Consider the routes specified by the indicator functions
{Ix(c;i,7)}. When the traffic is sent along these paths, each
transit node will incur a cost. Node % incurs a cost ¢, for a
packet sent from ¢ to j if and only if £ lies on the selected
route from to j. Thetotal cost u, incurred by transit node &
is thus given by:

ug(c) = ¢k Z Tijl(c;i,7)

ijeEN

The objective function we want to minimize is the total cost
to society V' (c) of routing all packets:

Vie)=Y ule)= Y Ty Y Inleijle

k i,jEN  kEN

Minimizing V' is equivalent to minimizing, for every i,j €
N, the cost of the path between i and j.

We treat the routing problem as a game in which the ASs
are the strategic agents. Each node plays the game by report-
ing a transit cost. A node's transit cost is private informa-
tion not known to any other node, and thus no other agent
can assess the correctness of an agent’s claimed transit cost.
Moreover, V(-) is defined in terms of the true costs, whereas
the routing algorithm operates on the declared costs; the only
way we can be assured of minimizing V' (-) is for agents to
input their true costs. Therefore, we must rely on the pricing
scheme to incentivize agents to do so.

To do so, we design an agorithmic mechanism as de-
scribed in Section 2. The mechanism takes as input the AS
graph and the vector ¢ of declared costs® and produces as
output the set of LCPs and prices.* The pricing mechanism
must be strategyproof so that agents have no incentive to lie
about their costs. For a given cost vector ¢, the payment p*
minus the total costs incurred by a node k is 71.(c) = p* —
> Tijli(cs i, j)ck. In the terminology of Section 2, 7(+)
isthe utility of agent k. Inthis context, the mechanismis strat-
egyproof if for al z, 74 (c) > 71(c[¥z), where the expression
c|*x meansthat (c|*z); = ¢;, foral i # k, and (¢|*z);, = =.

3 We will often use ¢ to denote the declared costs and the true
costs; usually, the context will make clear which we mean.

4 BGP (or any other protocol configured for lowest-cost routing)
can be viewed as taking the AS graph and ¢ as input and producing
the set of LCPs. We use this output of BGP in our mechanism and
do not alter this aspect of BGP in our algorithm.
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4 The Pricing M echanism

Recall that we assume we have a biconnected graph with a
routing a gorithm that, when given a vector of declared costs
¢, will produce a set of LCPs, breaking ties in an appropriate
manner; these paths are represented by the indicator functions
{Ix(c;i,7) }ken. Furthermore, both the inputs and the out-
puts are distributed, i.e., neither ever resides at a single node
in the network. In this section, we derive the pricing scheme,
and, in Sections 5 and 6, we describe the distributed compu-
tation.

We require that the pricing mechanism be strategyproof
and that nodes that carry no transit traffic receive no payment.
We now show that these two conditions uniquely determine
the mechanism we must use. Moreover, we show that they
require that the payments take the form of a per-packet price
that depends on the source and destination; that is, the pay-
ments p* must be expressible as

= Z Tijp§j7
1,JEN
where p’C is the per-packet price paid to node k for each tran-
sit packet it carries that is sent from node ¢ destined for node
j.
Theorem 1 When routing picks lowest-cost paths, and the
network is biconnected, there is a unique strategyproof pric-

ing mechanism that gives no payment to nodes that carry no
transit traffic. The payments to transit nodes are of the form

p* =32, jen Tijplj, where

Pl = erli(c;i,5) +

ZI (c[foos i, §)e, ZI ¢y j)e

renN reN

Proof. Consider avector of costs c. Recall that our objective
functionV'(¢) = °, ux(c), and notethat the routing function
{Ix(c; 4, J) }ken minimizesthis quantity. A classic result due
to Green and Laffont [9] states that any strategyproof pricing
mechanism that minimizes a function of the form V' (¢) =
> ken ux(c) (i.e., minimizes the total cost) must be a VCG
mechanism, with payments expressible as

pr = un(e) = V(e) + hi(c™),

where hy,(+) is an arbitrary function of ¢ =*. When ¢;, = oo,
we have I (c|Foo;i,j) = 0, for al 4, j (because the graph
is biconnected, and all other costs are finite); so (1) p* = 0,
because we require that payments be 0, and (2) u(c) = 0.
Thus,

hk(c_k) = V(c|koo).
This, in turn, implies that
p* = V(clfo0) + ux(c) = V()

= > Tz‘j{ckfk(c;’i,j)‘F
ijEN
ZI C| (X),l/,j ZI 677/7] }

reN reN

= Z Ti;p};,

i,JEN

Fig. 1. Example AS graph from Section 4

where

P;Cj = cka(C;i,j) +

ZI C| OO’I”j Z‘[ 677/7]

renN renN
O

This mechanism belongs to the Vickrey-Clarke-Groves
(VCG) family [25,3,11]. It is in essence a hode-centric, al-
pairs extension of the L CP mechanism studied by Nisan and
Ronen [16] and Hershberger and Suri [12]. There are several
aspects of this result that are worth noting. First, although
the payments could have taken any form and could have de-
pended arbitrarily on the traffic matrix, it turns out the pay-
ments are asum of per-packet paymentsthat do not depend on
the traffic matrix. Second, the prices pf ; aezeroif the LCP
between i and j doesnot traverse k. Thus, these paymentscan
be computed, once one knows the prices, merely by counting
the packets as they enter the node. Third, although the costs
did not depend on the source and destination of the packet,
the prices do. Lastly, the payment to a node % for a packet
from i to j is determined by the cost of the LCP and the cost
of the lowest-cost path that does not pass through k. We use
the term k-avoiding path to refer to a path that does not pass
through node .

For example, consider the AS graph in Figure 1, and sup-
pose the traffic consists of a single packet from X to Z. The
LCPis X BDZ, which has transit cost 3. How much should
AS D be paid? The lowest-cost D-avoiding path from X to
7 is X AZ, which hastransit cost 5. Hence, Theorem 1 says
that D should be paid ¢cp + [5 — 3] = 3. Similarly, AS B
ispad cg + [5 — 3] = 4. Note that the total payments to
nodes on the path is greater than the actual cost of the path.
A more extreme example of overcharging occursin sending a
packet fromY to Z. The LCPisY D Z, which hastransit cost
1. However, the next best pathis Y BX AZ which has cost 9,
and hence D’s payment for thispacketis1+[9—1] = 9, even
though D’scost isstill 1. We returnto thisissue of overcharg-
ing in Section 7. These examples also show why the network
must be biconnected; if it weren’t, the payment would be un-
defined.
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5 BGP-based Computational Model

We now seek to compute these prices pfj, using a computa-
tional model based on BGP, which is the repository of inter-
domain routing information. We start with the abstract model
of the BGP protocol described by Griffin and Wilfong [10],
which involves several simplifying assumptions. Specifically,
we assume that there is at most one link between any two
ASs, that the links are bidirectional, that there is no route
aggregation, and that each AS can be treated as an atomic
entity without regard to intradomain routing issues. The net-
work can then be modeled as a graph in which every node
represents an AS, and every edge represents a bidirectional
interconnection between the corresponding ASs.

BGPisapath-vector protocol inwhich every nodei stores,
for each AS j, the lowest-cost AS Path (the sequence of ASs
traversed) from 7 to j; in this vector, ASs are identified by
their AS numbers. In addition, in our treatment, the LCP is
also described by its total cost (the sum of the declared AS
costs). If d isthe diameter of the network (the maximum num-
ber of ASsin an LCP), a router stores O(nd) AS numbers
and O(n) path costs. BGP's route computation is similar to
al path-vector routing protocols. Each router sendsits routing
table® and, in our treatment, its declared cost, to its neighbors,
and each node can then, based on this information, compute
itsown LCPs. When thereis more than one L CP, our model of
BGP selects one of them in aloop-free manner (to be defined
more precisely below). As mentioned earlier, we are making
the oversimplifying assumption that every nodeis using low-
est cost asits routing policy.

These routing-table exchanges only occur when a change
is detected; that is, arouter only sends its routing table to its
neighborswhen that table is different from what was sent pre-
viously. Routing tables can change either because a link was
inserted or deleted (which would be detected by the nodes on
either end) or when updated routing-table information is re-
ceived from some other router that changes the paths and/or
costs in the current table.®

The computation of a single router can be viewed as con-
sisting of an infinite sequence of stages, where each stage
consists of receiving routing tables from its neighbors, fol-
lowed by local computation, followed (perhaps) by sending
its own routing table to its neighbors (if its own routing ta-
ble changed). The communication frequency islimited by the
need to keep network traffic low, and hence the local com-
putation is unlikely to be a bottleneck. Thus, we adopt as
our measures of complexity the number of stages required
for convergence and the total communication (in terms of the
number of routing tables exchanged and the size of those ta-
bles).

If we assume that all the nodes run synchronously (ex-
change routing tables at the same time), BGP converges, i.e.,

® The routing table is the set of all selected routes, one for each
destination.

® In practice, BGP only sends the portion of the routing table that
has changed. Nodes keep the routing tables received from each of
their neighbors so that they can reconstruct the new routing table
from the incremental update. Because the worst-case behavior is to
send the entire routing table, and we care about worst-case com-
plexity, we ignore this incremental aspect of BGP in the statements
of our bounds.

computes all LCPs, within d stages of computation (where,
again, d isthe maximum number of AS hopsinan LCP). Each
stage involves O(nd) communication on any link.” The com-
putation time required by node ; in asingle stage is O(nd x
degree(i)).

Because this level of complexity is aready deemed fea-
sible in the current Internet, we seek to compute the prices
with a similar (or better) complexity and state requirements.
We describe such an agorithm in the next section.

6 Distributed Price Computation

We want to compute the prices pf’j using the BGP computa-
tional model described in Section 5. The input to the calcula-
tion is the cost vector ¢, with each ¢; known only to node i.
The output we desire isthe set of prices, with node: knowing
al the pfj values.® In describing our algorithm we assume a
static environment (no route changes). The effect of remov-
ing this assumption isthat the process of “ converging” begins
again each time aroute is changed.

Our algorithm introduces additional state to the nodes and
to the message exchanges between nodes, but it does not in-
troduce any new messages to the protocol. In particular, all
messages are between neighborsin the AS graph. The added
state at each node consists of the reported cost of each tran-
sit node and the set of prices. Thisis O(nd) additional state,
resulting in a small constant-factor increase in the state re-
quirements of BGP. The costs and prices will be included in
the routing message exchanges, and so there will be a corre-
sponding constant-factor increase in the communication re-
quirements of BGP.

Let P(c; 1, j) denotethe LCP from to j for the vector of
declared costs ¢, andlet ¢(i, j) denotethe cost of this path. For
any node k on this LCP, define P~%(c; 4, ) to be the lowest-
cost k-avoiding path from i to j. Then, the payment p,’fj can
be written as:

Pl = ek + Cost(P~* (34, 5)) — (i, §) @

Our price-computation algorithm computes the prices at
each node from the costs and current prices at neighboring
nodes, and then iterates this procedure until the prices con-
vergeto astable value. We first investigate how the prices p j?j
at node i arerelated to the prices at ’s neighbors.

Recall that, if there are multiple L CPs between two nodes,
the routing mechanism selects one of them in a loop-free
manner. Loop-free means that the routes are chosen so that
the overal set of LCPs from every other node to j forms a
tree. In other words, for each destination j, we assume that
the LCPs selected form atree rooted at j; call thistree T'(j).
For example, thetreeT'(Z) correspondingto thegraphin Fig-
ure 1isshown in Figure 2. We say that D is the parent of B
inT(Z) or, equivaently, that B isachildof D inT(Z).

7 Because of theincremental nature of updates, where nodes need
only process and forward routing entriesthat have changed, the com-
munication and computational load is likely to be much lower in
practice.

8 More precisely, these are the parts of the input and output that
we introduce; BGP, with its standard distributed input (AS graph and
costs) and distributed output (LCPs) is used as a substrate.
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Fig. 2. Tree T(Z) for the example in Figure 1

We treat each destination j separately. Consider the com-
putation of p?j at some node ¢ for another node k on the path
fromi to j. Let a beany neighbor of i. Thetree T'(j) provides
the structure we need to characterize the rel ationship between
the prices at node ¢ and the prices at node a. There are four
cases:

e Case(i): aisi'sparentinT'(j)

In other words, the LCP from ¢ to j passes through a. In
fact, it consists of thelink ia followed by the LCP from a
to j; thus, its cost is given by ¢(i, j) = c(a, j) + cq. Now,
suppose k is some node on the LCP from a to j. Then, &
is aso on the LCP from i to j. In this case, we can ex-
tend any k-avoiding path from ¢ to j to a k-avoiding path
fromi to j by appendingthelink ia toit. In particular, we
can extend the path P—*(c; a, §) in this fashion; thus, the
lowest-cost k-avoiding path from: to j has cost at most ¢,
greater than the cost of P~*(c; a, 5). Observing that the
difference in cost of the corresponding LCPs is exactly
cq, Equation 1 gives us.

Pl < ok ?

e Case(ii): aisi'schildinT(y)

In other words, i is on the LCP from «a to j. Thus, the
costsof thetwo LCPsarerelated by ¢(4, j) = c(a, j) —c¢;.
Consider any node k& on the LCP from i to j; it must be
onthe LCP from a to j. Now, consider a k-avoiding path
from a to j. If this path passes through 7, then we can
simply take the suffix of this path from i to j; this gives
us a k-avoiding path from i to j. If the k-avoiding path
from a to j does not pass through 4, then we can append
thelink 7a toit, to get a k-avoiding path from to 5. Thus,
here too we see that the cost of P~*(c; 1, 7) is at most ¢,
more than the cost of P~%(c; a, j). Combining this with
the differencein LCP costs, we get:

Py < Paj +¢i+ ca 3
e Case(iii): a isneither parent nor child of  in7'(j), and k
ison P(c;a,j).

In other words, £ is on the LCPs from both ¢ and i to j.
The cost difference betweenthe LCPsis(c(z, j)—c(a, 7)).

Asin case (i), given ak-avoiding path froma to j, we can
construct a k-avoiding path from a to j by either shorten-
ing the path or appending the edgeia. Thus, the difference
in cost of the lowest-cost k-avoiding paths is at most ¢,
and so we get:

Py < Pk 4 ca +cla,4) — cli, ) 4

e Case(iv): a isneither parent nor child of i in T°(j), and k
isnoton P(c;a, j).
Inthis case, consider P(c;a, j), theLCPfromato j. The
node % does not lie on this path, and so we can append
the edge ia to construct a k-avoiding path from i to j.
This k-avoiding path has cost (c(a, j) + ¢,), and hence
Equation 1 gives us:

P < e+ ca+ela ) — i, ) ©)

Notethat thesefour cases are not exhaustive. In particul ar,
the casein which a = k isthe parent of ¢ are excluded. Inthis
case, thelink ia will not be used in P~ (c; i, 5); thus, we can
ignore neighbors in this category.

Let b be the neighbor of i on P=%(c;4, j); i.e, thelink ib
is the first link on the lowest-cost k-avoiding path from i to
j. We claim that, for this neighbor, the upper bounds in the
previousinequalities are tight:

Lemma 1. Let ib be the first link on P~%(c;4, 7). Then, the
corresponding inequality (2)-(5) attains equality for b.

Proof. We can consider each of the four cases separately.

e Case (i): Giventhat P~*(c;4,5) goesthrough its parent,
it follows that b is not k. Now, the suffix of P—*(c; i, 5)
from b to j is a k-avoiding path from b to j; it follows
that it must be P=%(c; b, 7). Thus, in this case, we have
COSt(Pik(C,L,j))—COﬁ(Pik(c,b,j)) =Cp = C(baj) -
c(i, j), and s0 pf; = py;.

e Case(ii): If P=%(c; i, j) passesthrough achild b, then the
same reasoning as in case (i) above shows that it must
have cost exactly ¢, more than P~%(c; b, 5), and hence
we get pi; = py; + ¢i + ¢

e Case(iii): Again, asimilar argument to the previous cases
shows that if P~%(c;1, j) passes through b, it must con-
tain P~%(c; b, ), and hence have cost exactly c; greater
than that of P~*(c; b, 7). Hence, Inequality 4 holds with
equality.

e Case(iv): In this case, the lowest-cost k-avoiding path
through b must contain P(¢; b, j), as that is the lowest-
cost path from b to 5. Thus, Cost(P ~*(c; 4, 7)) = c(b, j)+
¢y, and so Inequality 5 is exact. 0

Inequalities (2)-(5) and Lemma 1 together mean that p ¥
is exactly equal to the minimum, over al neighborsa of 7, o
the right-hand side of the corresponding inequality.

Thus, we have the following distributed a gorithm to com-
pute the payment values:

The Algorithm

Consider each destination ; separately. The BGP table at 4
containsthe LCP to j:

P(C’Z)j) = Vs, Us—1,"", V0 :j7
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and the cost of this path, c(i, j), where vy, vs_1,- -+, v are Initialize ()
thenodesonthe LCPto j and c(i,5) = > .r_; ¢y, {
Note that each node can infer from the routing tables it /* Compute routes, initialize payments */
receives from its neighbors whether « is its parent, child, or for each destination j
neither in the tree T'(5), for each neighbor a. Compute P(c;4,7) and c(i, j)
At the beginning of the computation, all the entries of p U7 [V, V51,0, = Plesag)
T Y for each node k on P(ci,j)
are set to oo. Whenever any entry of this price array changes, o= oo
ij =

the array and the path P(c; i, j) are sent to all neighbors of i. )
As long as the network is static, the entries decrease mono-

tonically as the computation progresses. If the network is dy- pdate (a, j, c(aj), Plead), [pp!2, - p")
’ ’ ) ’ tad} ’ aja aja 1) aj

namic, price computation (and, as explained above, conver- (
gence) must starF over.whenever therelsgroutechangg. /* Called when an UPDATE message %/
~When node i receives an updated price from a neighbor /* for destination j is received */
a, it performsthe following updates to itsinternal state. /* from neighbor a. */
/* wui,u2,---u; are the transit nodes */
e If aisi’sparentin T'(j), then i scans the incoming array /* on the route P(ca,j) from a to j */
and updatesits own values if necessary:
modified := FALSE
e . Uy Uy
p;r =min(p,r,p.7) Vr<s-—1
I ( A aj) if a is on P(c;i,j) /* parent */
e If aisachild of i in T'(j), i updates its payment values /* ur=vp, for r=1,2,.--1 %/
using for each k in {vi,v2, --u}
if pfj > p«’ij
. k
pyf = min(p;7,pi + ¢ +ca) Vr<s Pij = DPaj
modified := TRUE
e If a is neither a parent nor a child, 7 first scans a’s up-
dated path to find the nearest common ancestor v;. Then else if i on P(ca,j) /* child */
i performsthe following updates: /* up=vp, for r=12,---(I-1) */
for each k in {vi,v2, - v—1}
- . - - . .. . k k )
Vr <t pj; =min(pr,py + ca + c(a, j) — (i, j)) A P > Pag ica i ci
r . " , , . .. p s = p . Ca C;
Vr >t pr =min(p;, ek + ca +c(a, j) — (i, j)) adified e TRUE
The algorithm is summarized in Figure 3. else /*neither parent nor child*/
t:= largest index such that wu; = vt
for each k in {vi,va, - v}
, if p > pa;+ca+ela,j) = clisg)
Correctness of the algorithm P i= pk o+ cla, §) — eli §)
modified := TRUE

for each k in {vig1---vs}

Inequalities (2)-(5) can be used to show that the algorithm iE pE > cn+ca +cla,]) — cli,])

never computes avaluepfj that is too low. In order to show pr = oxtca+cla,g) — cling)

that the pfj values will ultimately converge to their true val- modified := TRUE

ues, we observethat, for every node s on P ~*(c; 4, j), the suf-

fixof P=%(c;i,j) fromsto jiseither P(c; s, j) or P~%(c; s, 5). if modified = TRUE

It follows that, in general, the path P—*(c; i, j) consists of a /* Send UPDATE message to neighbors+/
sequence of Nodes vy, vy 1, -+, U1, U, U1, -+, u1] Suchthat, for each neighbor b of i o
foreachu,, P(c; u,, j) isthe suffix [u,, u, 1, -, u1], and, for send UPDATE (i, j, c(i,j), P(ci.j),
eachv,, P (c; vy, j) isthesuffix [vy, vy—1, -+, V1, U, Um—1, Pl 717;}]) to b

-, u1]. Notethat, once the L CPs are computed, u.,,, will know }

the correct P(c; uy,, j) and cost ¢(a, j). Thisinformation will

be sent to v; in the next update message from u.,,, to v1; thus,
vy will then be able to compute the correct P ~*(c; vy, j) and
p}, ;- Proceeding by induction on y, we can show that 7 will
ultimately have all the correct pfj values.

In fact, the preceding inductive argument shows that al
priceswill be stable after d’ stages, where d’ is the maximum
over al i, 5, k, of the number of nodeson P —*(c; 1, §). Ingen-
eral, d’ can be much higher than the lowest-cost diameter d
of agraph. However, we don't find that to be the case for the
current AS graph, aswe explain in Section 7.

Fig. 3. Price-computation algorithm run by AS i
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Convergence time®

Up to this point, we have assumed for simplicity that the
prices computation beginsonly after the L CPs have been found.
In reality, however, the algorithm can start to compute prices
even before the routes have stabilized. This leads to the fol-
lowing bound:

Lemma 2. Let d; = max{|P(c;i,j)|,|P~*(c;4,7)|}, where
| P| denotesthe number of hopsin path P. Then, after the first
d; stages, i knows the correct path P(c; 1, j), and the correct
price py;.

Proof. Theintuition behind this proof isasfollows: The criti-
cal information that i needsto compute the correct price p f] is
the cost of P(c;4,5) and thecost of P~*(c;4, 7). (Thecost ¢y,
can bedistributed with LCPsto k, and so it will beknownto
beforeor at the sametimeasthe cost of P(c; 4, j).) After these
costs have been discovered, the price pfj will not change. The
key observation is that, for both P(c;i, ) and P~"(c;1, j),
all suffixes of the path are also LCPs or minimum-cost k-
avoiding paths, moreover, this is true even at intermediate
stages of the computation. Using this, we can show that the
costs along these paths will be propagated further in each
stage and hence will reach i in d; stages.

We now formalize this argument into an inductive proof.
First, observe that both the LCP costs and the prices never
increase as the computation proceeds. Now, if thereis an r-
hop path from 7 to 5 with cost «, then, after r stages, we
must have c(i, j) < a. It follows that i discovers the LCP
in|P(c;i,7)| < d; stages from the beginning.

Now, suppose| P ~*(c; 4, j)| = . Wecanwrite P~*(c; 1, 5)
as vy, Up_1," -+, 01, ], wherev, = i. Let ¢/ (v, j) denotethe
total cost along this path from v,,, to j. We show by induc-
tion on m that, after m stages, node v,,, satisfies one of the
following two conditions:

1. ¢(vm,j) = ¢ (vm,J), and the current LCP from v,,, to j
does not pass through k.

2. The current LCP from v,,, to j passes through %, and the
current pﬁj = (Um,7) — c(Vm, J)-

The base case for v, is easy: After 1 stage of computation,
condition 1 is clearly satisfied. Supposeit is true for al r» <
(m —1). After (m — 1) stages, v,,,—1 satisfies one of thetwo
conditions; we consider the two cases separately:

e Case(i): vy,—1 satisfies condition 1

Inthiscase, inthe mth stage v,,, will receive an advertised
path from v,,,_; that has cost ¢/ (v,,, j) and does not pass
through k. If thisis the lowest-cost path to j that v,,, has
seen, then v, will satisfy condition 1 at the end of this
stage. If not, then the current LCP from v,,, to j must pass
through %, or else P~%(c; i, ) would not pass through
Um—1. INthis scenario, the path advertised by v,,, 1 must
be the lowest-cost k-avoiding path from v,,, to j; hence
after this stage condition 2 will be satisfied.

® The convergence-time analysis given here is a modest improve-
ment over the onein [5]. There, it was shown that the correct routes
and prices are known after (d + d’) stages.

e Case(ii): v,,_1 satisfies condition 2

In this case, v, advertises a path of cost less than
(v, j) tOv,,. Thus, the LCP from v, to j after themth
stage must pass through &, or else it would be part of the
lowest-cost k-avoiding path from i to j. Now, the adver-
tisement from v,,,_1 (which includesthe pricep{fm_lj) a-
lows v, to infer that there is a candidate k-avoiding path
of cost ¢ (v, 7); thisis the lowest-cost k-avoiding path,
and so condition 2 will be satisfied.

Extending thisinductiveargumentto v, = i, we seethat, after
r stages, ¢ will know of the existence of a k-avoiding path of
cost ¢ (v, 7). Thus, after d; stages, ¢ will know the correct
LCP to 5 and its cost, as well as the cost of the lowest-cost
kl-cavoidi ng path to ;, and so it will compute the correct price

Pij- O

Corollary 1. After max(d, d’) stages, every node hasthe cor-
rect LCPs and prices.

Using the Prices

At the end of the above price computation, each node i has
afull set of priceSpf’j. The next question is how we can use
these prices actually to compute the revenue due each node.

The simplest approach is to have each node i keep run-
ning tallies of owed charges; that is, every time a packet is
sent from source 7 to a destination j, the counter for each
node k£ # i, that lies on the LCP is incremented by pf’j.
This would require O(n) additional storage at each node. At
various interval's, nodes can send these quantities in to what-
ever accounting and charging mechanismsare used to enforce
the pricing scheme. We assume that the submission of these
running totals is done infrequently enough that the communi-
cation overhead can be easily absorbed.

In summary, we have:

Theorem 2 Our algorithm computes the VCG prices cor-
rectly, uses routing tables of size O(nd) (i.e., imposes only
a constant-factor penalty on the BGP routing-table size), and
convergesin at most max(d, d’) stages.

7 Conclusions and open problems

In this paper, we considered some incentive issues that arise
in interdomain routing. We asked what payments are needed
to elicit truthful revelation of AS transit costs and whether
they can be efficiently computed. We showed that the pay-
ments take the form of a per-packet price and that they can be
computed using a simple extension to BGP that requires only
a constant factor increase in communication costs. There are
several promising directions for additional research.

Our results are based on a simple model in which ASs at-
tempt to minimize per-packet transit costs. In practice, ASs
have more complex costs and route preferences that are em-
bodied in their routing policies. We are currently extending
the agorithmic-mechanism-design approach to handle
more general routing policies. The main challenge is to find
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aclass of routing policies that is expressive enough to model
real policies, yet simple enough to alow for a practical dis-
tributed algorithmic mechanism. Some preliminary resultsin
thisline of research have been reported in Feigenbaum, Sami,
and Shenker [7]. Another interesting direction is to augment
the network model with link or node capacities in order to
tackle the problem of routing in congested networks. This
is particularly natural because it seems plausible that transit
traffic imposes costs only in the presence of congestion.

One important issue that is not yet completely resolved
is the need to reconcile the strategic model with the compu-
tational model. On the one hand, we acknowledge that ASs
may have incentivesto lie about costs in order to gain finan-
cial advantage, and we provide a strategyproof mechanism
that removes these incentives. On the other hand, it is these
very ASs that implement the distributed algorithm we have
designed to compute this mechanism; even if the ASs input
their true costs, what is to stop them from running a differ-
ent algorithm that computes prices more favorable to them?
This issue does not arise in [16,12], where the mechanism
is acentralized computational device that is distinct from the
strategic agents who supply the inputs, or in previouswork on
distributed multicast cost-sharing mechanisms|6, 1,4], where
the mechanism is a distributed computational device (i.e., a
multicast tree) that is distinct from the strategic agents (who
are users resident at various nodes of the tree but not in con-
trol of those nodes). If ASs are required to sign all of the
messages that they send and to verify all of the messages that
they receive from their neighbors, then the protocol we gave
in Section 6 can be modified so that al forms of cheating are
detectable [14]. Achieving this goal without having to add
public-key infrastructure (or any other substantial new infras-
tructure or computational capability) to the BGP-based com-
putational model is the subject of ongoing further work. In
two recent papers, Shneidman and Parkes [22,23] have sug-
gested using redundant communication to tackle this prob-
lem.

Thereisaso theissue of overcharging. VCG mechanisms
have been criticized in the literature because there are graphs
in which the total price along a path, i.e., the sum of the per-
packet payments along the path, is much more than the true
cost of the path. Examples of this phenomenon were givenin
Section 4. In the worst case, this total path price can be arbi-
trarily higher than the total path cost [2]. Although thisis un-
desirable, it may be unavoidable, because VCG mechanisms
are the only strategyproof pricing mechanisms for protocols
that always route along LCPs. In addition, our distributed
agorithm has a convergence time (measured in number of
stages) of d’, whereas BGP's convergence time for the LCP
computation alone would be d; in the worst case, %’ could be
£2(n). These are serious problems that could undermine the
viability of the pricing scheme we present here. Thus, we ask
whether these problems occur in practice.

To provide a partial answer to this question, we looked at
the pricesthat would be charged on the current AS graphif we
assumed that all transit costs were the same. Out of a 9107-
node AS graph, reflecting a recent snapshot of the current
Internet®®, we selected a 5773-node biconnected subset. We

1 These data were taken from Route Views [20], which collates
BGP tables from many sites across the Internet.

then computed d, d’, and the paymentsthat would result from
our pricing scheme, assuming atransit cost of 1 for each node.
We find that ¢ = 8 and d’ = 11, and so the convergence
time of the pricing algorithm is not substantially worse than
that of BGP. The highest transit node price was 9, and, with
uniform traffic between all pairs, the mean node payment is
1.44. Infact, 64% of the node priceswere 1, and 28% of them
were 2. Thus, overcharging appearsnot to beaprobleminthis
case, reflecting the high connectivity of the current Internet.
Of course, the values of d and d’ and the overcharging margin
would be different with non-uniform transit costs; however,
we expect them to exhibit similar trends towards low d, d’,
and overcharging margin.

It would be interesting to ask whether this is because of
the incentive issues in AS-graph formation. In this paper, we
merely looked at the routing aspects of a given AS graph.
However, if one considers the incentives present when an AS
decideswhether or not to connect to another AS, the resulting
transit prices would be a serious consideration. In particular,
we conjecture that high node prices will not be sustainablein
the Internet precisely because, if present, they would give an
incentive for another AS to establish alink to capture part of
that revenue, thereby driving down the transit prices. We are
currently working on models of network formation to verify
this conjecture.
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