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Abstract—

NIMI (National Inter net MeasurementInfrastructur e)is a software sys-
tem for building network measuementinfrastructur es. Its designempha-
sizes(i) large-scaleinfrastructur es composedfrom diversely-administeed
hosts,rather than infrastructur escontrolled by a singleentity, and (ii) facil-
itating diversetypesof measuementsby diverseparties, someof whom are
allowed richer accesdo certain portions of the infrastructur e than others.
We discussour experienceswith developing and operating the infrastruc-
ture to date: problemswe have encounteled, both foreseenand unantici-
pated, mistakeswe made, and how we have adaptedthe designto address
these.We alsoexplore two keyissuesfor developingalarge-scalegxtensible
infrastructur e: the problem of securely updating software on the measure-
ment platforms, and the problem of constraining the resourcesconsumed
by different measuements. We argue that both of thesecan be unified in
terms of controlling the behavior of the measuementsoftware,and that the
most promising approachfor doing soappearsto require writing measue-
ment softwarein a “safe” languagesuchasJava or Python.

|. INTRODUCTION

NIMI (National Internet Measurementnfrastructure)is a
software systemfor building network measuremerninfrastruc-
tures. A NIMI infrastructureconsistsof a setof measurement
seners (termedNIMI “probes” or “platforms”) running on a
numberof hostsin a network, and measurementonfiguration
and control software, which runs on separatehosts. A key
NIMI designgoalis scalabilityto potentiallythousandsf NIMI
probeswithin a single infrastructure. Suchscaling has utility
both for providing penasive coveragefor fault-diagnosisand
for facilitating researcton large-scalecross-sectionsf the In-
ternet, which, given the network’s greatdiversity, is vital for
soundsciencgPF97].

A number of other measurementinfrastructures have
beendeveloped, such as Surweyor [AI97], Felix [HGDL97],
IPMA [La97], andAMP [WB98]. Theprincipledifferencede-
tweentheseand NIMI is that the designof NIMI emphasizes
(i) infrastructurexomposedrom diversely-administeretosts,
ratherthan an infrastructurecontrolledby a single entity, and
(i) facilitating diversetypesof measurementby diversepar
ties,someof whomareallowedricheraccesgo certainportions
of theinfrastructurehanothers.

Regardingthe first point above, a fundamentabkspectbf the
NIMI architecturas thateachNIMI probereportsto a configu-
ration point of contact(CPOC)designatedy the owner of the
probesystem.Thereis no requirementhat differentprobesre-
portto thesameCPOC ,and,indeed therewill generallybeone
(or more) CPOCperadministratve domainparticipatingin the
infrastructure. But the NIMI architecturealso allows for easy
delggation of part of a probes measuremergervicespffering,
whennecessarytight controlover exactly whatservicesaredel-
egated.
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Regardingthe secondpoint, the NIMI designhasbeende-
coupledfrom ary particulartypesof measurementsThe mea-
surementoolsavailableto a platformarewhateverbinariesand
scriptsthattheadministratoof the platformhasdeemedyvia the
platform’s CPOC)appropriate In addition,accesgo particular
toolsis controlledvia cryptographicallysecurecredentials:an
administratorsdecisionregardingto whomthey will allow what
particulartype of accesss pinpointedto which credentialghey
decideto give to which parties,andthenwhich percredential
accesgapabilitiesthey chooseto downloadinto eachplatform
via the CPOC.In summary NIMI is not a measurementool,
but a commandandcontrol systemfor managingmeasurement
tools.

The NIMI architectureand structureof NIMI internalsare
discussedn [PMAM98], [AMMP98]; we give a brief overview
in § 1l beforedetailingin § Il the sortsof difficulties we have
encounteredn developingandoperatingNIMI. Our goalis to
scaleNIMI by anorderof magnitudein the coming1-2years,
andto achiese this requiressurmountingwo significanthurdles
in termsof securelyuploadingsoftware to NIMI probesin a
trustworthy fashion,and resolving resourceconflicts between
concurrenimeasurementdVe discusghesechallengesn § IV.

II. NIMI OVERVIEW

We can conceptuallydivide the NIMI architectureinto two
componentsthestructureof theindividualNIMI platforms,and
the different external componentghat control the platforms.
Eachplatformis viewed as having a narrovly scopedtask: to
perform measurementandrecordthe results. It is not a plat-
form’sroleto thenanalyzehemeasurementspuchlessdisplay
themin ary fashion.Doing sois insteadn therealmof external
hosts.

NIMI measuremeris built aroundthe notion of schedulinga
measuremerfbr somefuture time. Measurementare not sim-
ply madeimmediatelyon a demandbasis,becauseloingsoin-
troducesbiasesinto large scalemeasuremengtudies,in terms
of failuresto measureseriousconnectvity problemsdueto the
connectvity problempreventingaccesso themeasuremerde-
vicein thefirst place[Pa99]. Instead eachmeasuremenequest
includesa time at which the measuremenghouldbegin. The
time canbe“immediately” of course put by building into NIMI
a notion of scheduling,we ensurethat we have the necessary
mechanismso orchestratdéarge-scalaneasurements.

Accordingly, eachNIMI platformrunsa measuremergener
whosejob is to: authenticateneasurementquestsasthey ar
rive; checkrequestsagainstthe platform’s policy table; queue
themfor future execution;executethemattheappropriatdime;
bundleandshipthe resultsof the requestso whateser destina-
tion therequestpecified(a “D AC"—seebelow); anddeletethe
resultswheninstructedo. Internally, theNIMI probeis divided
into two distinctdaemonsnimid, which is responsibldor com-
municationwith the outsideworld and performingaccesson-



trol checksandstheduled which doesthe actualmeasurement
schedulingexecution,andresultpackaging.

As indicatedabove, securityis a basicpart of the NIMI ar-
chitecture Authenticationandencryptionof all communication
betweerNIMI componentss doneusingpublic key credentials.
FurthermoregachNIMI probeis configuredby its CPOC(or a
delegateeof the CPOC)to authorizeparticularsetsof operations
per credential. This allows the owner of the NIMI probecom-
pletecontrolover whatactionsthe possessoof a credentiakcan
request.

Moving now from the measuremergrobeshemselesto the
externalelementf theNIMI architecturethe next majorcom-
ponentis the CPOC,which senesto configureandadministera
setof NIMI probeswithin the CPOCS sphere.The CPOCpro-
videstheinitial policiesfor eachdistinctNIMI probe,and,over
time, providesupdatedo thesepolicies. (At somepointin the
future, the CPOCwill alsoactasa repositoryfor NIMI public
keys andmeasuremenhodules.)

End userswho wish to usethe infrastructuredo so via the
MeasuremenClient (MC) (this is the only NIMI component
thatanenduseractuallyoperates)TheMC is a Unix utility that
canrun on whatever workstationis corvenientfor theenduser
providing that the workstationhas accesgo the users NIMI
credentials. It communicategirectly with the NIMI probe(s)
involvedin the measurementhe CPOCis not involvedin the
processingf individual measurementquests.

The final componentthe Data Analysis Client (DAC), acts
asa repositoryand post-processoof the datareturnedby the
NIMI probe(s)uponcompletionof a measurementWhenan
MC sendsa measurementequesto a NIMI probe,it includes
in therequesian URL designatinghe DAC to which the probe
shouldsendthe measurementesults. The DAC canberun as
part of the MC, in orderto collectimmediateresults,or asa
daemonto collecton-goingmeasurementesults.

A. Measuementmodules

As mentionedearlier animportantfacetof the NIMI archi-
tectureis thatNIMI itself hasno knowledgeof particularmea-
surementools. The view insteadis that the tools usedto per
form the measurementare effectively stand-alonethird party
softwaremodulesthat“plug in” to NIMI.

Thestrengthof modulardesignliesin correctlydesigninghe
interfacesbetweenthe differentcomponents While we do not
claim perfectionin this regard, we believe NIMI is off to the
right startin that the expectationis all measurementools are
“wrapped”with a scriptdesignedo fit with a uniform API, and
it is thisscriptthatNIMI invokeswhenexecutingameasurement
requestratherthanthetool directly.

The wrappersenes to interpret certain standardizedargu-
mentsin a uniform way (althoughwe have not yet developed
this featurein earnest)o bundle up measurementesultsinto
a standardizedorm for easierprocessingyy the DAC; andto
provide a non-priileged starting point for measurementools
thatmightthemselesrequireprivileges.We returnto this latter
pointin § IV.

Currently we have deployed the following measurement
modules: t r acer out e (end-to-endinternetroute measure-
ment [Ja89]); mt r ace (end-to-endmulticast route measure-

ment);t r eno (bulk transfercapacitymeasuremerfiMM96]);

cap/ capd (bulk transfercapacitymeasuremenf\l99]); zi ng

(generic paclet source/sinkfor one-way and round-trip loss
and delay measurement);nf | ect (multicast inference of
path properties[To98], [Fr99]); traf fi c/ di scar dd (TCP
throughputmeasuremenfAl99]); andft p (a wrapperaround
theFile TransferProtocol).

Adding anew measuremertbol asa modulesimply requires
generatinga wrapperfor the tool andpropagatingoth thetool
andthewrapperto all NIMI probes.Currentlythis is donevia
SSH,as are updatesto existing measurementodules. How-
ever, performingthis sort of uploadingin a way that is both
scalableandtrustworthy is one of the hard problemsthat must
be addressedbeforeNIMI scalesto a significantly larger size,
andwe furtherdiscusghis problemin depthin § IV.

B. Policy control

NIMI supportsdiversepolicies through the use of Access
Control Lists (ACLs) residingon eachNIMI probe. An ACL
tableis comprisedf columnsrepresentingctionsandrowslist-
ing credentialsTheintersectiorof anactionandcredentials a
booleanvalue,or, eventually a scriptthatcanbe appliedto the
argumentof therequesto yield aboolearvalue.If thevalueis
true,thena requesty the given credentiaffor the NIMI probe
to performthe givenactionis authorizedptherwisetherequest
is discardedasunauthorized.

A NIMI proberecevesitsinitial ACL tableonstartupfromits
CPOC.The CPOC,however, candelggatesomeACL manage-
mentto otherCPOCs . We view suchdelggationasavital partof
theNIMI architectureasit makesit easyfor asiteto participate
in a public measurementroject: ratherthanhaving to manage
the accesscontrol detailsparticularto that project, the site can
delegatethemanagemertb someonelsemorecloselyinvolved
in theproject,safelygiving themtheright to setup ACL entries,
but only for thoseactionsassociatedavith the project.

C. Local mangiemeniandcontrol

Along with the policy control discussedn the previous sec-
tion, NIMI is designedo supporteasylocal managemenand
control of a probes actions;thatis, it is simple for the local
systemadministratorto ascertainvhat the probeis doing, and
to ascertairand overridethe allowed measuremenpolicies by
directly inspectingandeditingfiles in thefile system.

First,the ACL tableexistsona NIMI probeasaflat text file
within theacl / subdirectoryIf a systemadministratomishes
to remove a particularpolicy (ACL entry),they cansimply edit
thefile anddeletethe correspondind\CL row. In addition,upon
receiptof a measurementequestscheduledmovesthe request
into atext file locatedin thependi ng/ subdirectoryWhenthe
timeto runthemeasuremerdrrives,themeasuremenequesis
movedto theact i ve/ subdirectory Upon completionof the
measurementhemeasurementquesandresults(asatar file)
aremovedto thedock/ subdirectoryto await shippingto the
DAC by the nimid. The nimid, upondeliveringthe tar file to
the appropriateDAC, movesthe measurementequestandtar
file totheconpl et ed/ directory whereit residesuntil explic-
itly deletedby a user Hence the statusof any measuremens



immediatelydeterminabldoy NIMI or a humansystemadmin-
istratorby examiningthefile system.

D. Communicatiorandsecurity

NIMI messagesre encryptedvia RSA private/publickey
pairs, and passedbetweenNIMI componentsvia TCP/IP A
messageonsistsof a headelisting the information necessary
to decryptthemessagéody (key name) andanencryptednes-
sagebody. Themessagdody; in its unencryptedorm, consists
of one or more messagéblocks” Eachblock type mapsto a
requesthata NIMI componentanservice,aswell asary data
necessaryo completetherequest.

| Block type | Request |
BOOT _ME nimid asksCPOCfor ACL config.
ACL_ADD installanewv ACL entry
ACL_DEL removeanACL entry
TEST_ADD scheduleameasurement
ACK_TEST_ADD acknavledgereceiptof TEST_ADD
TEST_DEL remose ameasurement
RESULT_XFER receve a measuremenesulttar file
ACK_RESULT_XFER | ackreceiptof RESULT_XFER

RESULT_FAI L inform thata measuremerfailed
FLUSH_DOCK processall resultsawaiting delivery
DOCK_RVDI R releasespecificresultfile directory
QUERY getlisting of measurements
QUERY_RESULT receve listing of measurements
ERROR reportremoteerror
RESUIT_FETCH retrieve a particularresult
RESULT_DEL remove a particularresult
KEY_XFER receive a public key
TOOLXFER receive ameasuremertbol

TABLE |

DIFFERENT BLOCK TYPESIN NIMI MESSAGES.

Tablell-D summarizeshe differentNIMI block types. The
bottom four are pendingimplementation the top fourteenare
implemented.

In this sectionwe discussour experienceswith implement-
ing a measuremerinfrastructure.We begin in § IlI-A with an
overview of the currentstatusof the infrastructure andthenin
the remainingsectionsdiscusdifferentcategoriesof problems
we have encounteredthosedueto architecturaldecisionswe
made or inherentto the problemof building a measuremerih-
frastructurethosedueto administratve andsystemheterogene-
ity; andthoserelatingto NIMI beinga good-sizeddistributed
system.Our goalis to provide a mapof someof thepitfalls and
context for someof thefuturechangedo NIMI.

EXPERIENCES

A. Status

TheNIMI alphadistributionis currentlydeployedon 35hosts
at the following institutes and networks: ACIRI (Berkeley),
APAN (Seoul), AT&T ResearchBostonU., CAIRN, CERN
(Geneva), Columbial., Geogia TechU., ISI East,MIT, NASA

Glenn ResearchCenter SandiaNational Laboratory Stanford
Linear AcceleratorCenter Swedishinstitute of ComputerSci-
ence,U. of California (Berkeley, Los Angeles,and SantaBar-
bara),U. College(London),U. of Lulea,U. of Mannheim U. of
Massachusett4). of Michigan,U. of Oregon,U. of Pisa,U. of
SoutherrCalifornia,U. of Virginia, U. of Washington.

Thesesiteshave beenprovidedby volunteersvho have given
us SSH accesdo the platformsand sometimesadministratve
(root) accessAll runversionsof the FreeBSDor NetBSD op-
eratingsystemgsee$ IlI-C below).

NIMI hasbeenandcontinuego beusedfor anumberof mea-
suremenstudies:
« MINC (multicastinferenceof network characteristics)s a
DARPA-sponsoredproject to estimatenetwork-internal prop-
erties,suchaslossratesand delayson individual links, using
multicast-basetbmographyTo98], [ABCD+00].
« Web100 (funded by the National Science Foundation)
measuresnd analyzeghe end-to-endperformanceof popular
userlevel applicationssuchasFTP andHTTR, with anaim to
understandindpow to improve their performance.
« A large-scalestudyto characterizehe stationarityof Inter
netpathpropertiegrouting, loss,application-leel throughput)
[ZPSBO0O].
o A study comparingdifferentimplementationsof the IPPM
[PAMMO98] draft metricfor bulk transfercapacityfMA99] with
throughputattainedby native TCP[AI99].
« Ongoingtraceroute, treno andzi ng measurements
acrosghemesh thelatterto track multicastconnectvity.

In addition,NIMI is usedto monitorthe PSCcommodityand
VBNS networks.

B. Architectural problems

Thefirst classof problemswe discussarethosegeneratedy
architecturadecisionanadewhendesigningNIMI. In general,
we can addresgheseproblemsby modifying the architecture
accordingly;they are not shavstoppersput illustrate someof
thedifficultiesin realizinga cohereninfrastructuredesign.

Someof problemsaredueto architecturabmissions:

Remoteerror handling. A particularlylarge nuisancewas
neglecting to include in the architecturerich mechanismdor
propagatingerror information. This madetracingfailuresdue
to relatively simple errors(e.g., out of disk space)quite diffi-
cult basedon reportsreceived by an MC runningon a remote
machine.We arenow in the procesf retrofitting robusterror
propagationinto the NIMI design. We anticipatedoing so to
provetediousbut certainlytractable.

Grouping of associatedmeasurements. NIMI was origi-
nally architecturedsuchthat eachmeasuremengubmittedto a
NIMI probewasa distinctentity. However, it soonbecameap-
parentthat, for manageriapurposesijt was highly corvenient
to be ableto tag individual measurement indicatethey are
elementof a larger experimentor “measuremengroup’ We
addressethis needby addinganopaquetextual “handle” asso-
ciatedwith eachmeasurementyhich canthenbe structuredn
whatever fashionthe userdesires.The handleis visible in the
sensahataNIMI platformcanbeasledto searchor any pend-
ing, active, or completedmeasurementwith handlesmatching
agivenpatternut it is otherwiseuninterpretedy NIMI.



A relatedproblemconcernsneasuremertost-processingy
theDAC. It is simplefor theDAC to runaparticularscriptwhen-
ever it receves somemeasurementesults,but for somemea-
suremengroupswhatis really desiredis for the DAC to know
whenall resultsfor the grouphave arrived,andthento run the
post-processingcriptoverthecollection. However, thisdoesnt
quitework, becaus@smeasurementgrow in size,the possibil-
ity of somecomponenbf the measuremenrfailing rises,soin
factthe DAC shouldnot wait for all resultsto arrive (because
they mightnot), but merelymostof theresultswhere“most” is
a slipperynotion meaning‘all the onesthatareactuallygoing
to be successful. We arecurrentlyworking on accommodating
thesedistinctionsby incorporatinginto the DAC mechanisms
for specifyinghow long to wait for which successfusubsetf
measurements a groupbeforerunninga group-specificscript
overthesubset.

Public key distrib ution. Fromthe start,NIMI wasdesigned
knowing thatto scaleto large sizes,a public key sener would
be essential.However, we delayedaddressinghis needin the
hopethata freewarepublic key senerwould becomeavailable
that we could thenintegrateinto NIMI. To our knowledge,no
suchsystemhasmaterialized sowe arenow in the procesof
integratingkey distribution into NIMI, with eachinfrastructure
having atleastonewell-known CPOCwhereinfrastructureele-
mentscanregistertheir public keys.

Measurement across NIMI failures. If the scheduled
crashedor somereasonit is possiblethatmeasuremenisiniti-
atedwill continueto run. The currentarchitecturenasno provi-
sionsfor eithercheck-pointingunningjobs,or recognizinghat
a job hassurvived a scheduledrestartandis still running. Yet
it is importantto detectthesemeasurement@sthey consume
resourcesndcanpotentiallypreventothermeasurementisom
running,or perturbtheirresults by doingso. It seemdik ely that
the cleanestvay to addresghis problemwill be aspart of the
resourcecontrolmechanisndiscussedn § IV.

End-to-end measurementintegrity . NIMI measuremerre-
sultsaretransmittedusingTCP, andencryptedwith strongcryp-
tographyandit seemedhaturalto trustthatthis sufficesin terms
of ensuringmeasuremerittegrity. However, asthe End-to-End
principlepointsout[SRC84],trueintegrity canonly beachieved
end-to-endwhereend-to-endneansbetweenthe original pro-
ducerof the dataandits ultimate consumer Indeed,we found
thattar operationdor packingup NIMI datacould fail dueto
disk spacelimitations or a missinggzip utility for performing
compressionandthat dueto what appearto be NFS bugs, tar
files could be mysteriouslytruncatedat sporadictimes. These
failures, like mary otherswe discusshere, are really scaling
problems,in thatthey are generallyvery rare whenan infras-
tructureis small,and canbe spottedandresohed easily while
for a large infrastructure they becomecommonplaceand hard
to notice. Accordingly, we needto addan application-leel in-
tegrity checkon NIMI measurement® ensurghesoundnessf
theresultsultimatelyunpacledby the DAC.

Other architecturalproblemsconcernelementsincluded in
theoriginaldesignthathave provedincorvenientor detrimental:

Use of URLs. Influenced(or perhapsover-influenced)by
the rise andthen ubiquity of the World Wide Web (NIMI was
concevedin 1996),URLs (or, worse,abominationshereof)are

usedto directall NIMI messagesAlthoughusingURLs is in-
deedprobablythe correctdesignchoice,giventheir continuing
widespreaduse, they are tediousfor humansto deal with di-
rectly. Accordingly, we haveretrofittedshortcutsandnicknames
basedn predeterminedefault valuesfor unspecifiedJRL ele-
ments(suchasport numbers)put, in retrospectwe would have
amorecoherentiserinterfaceto theinfrastructurenadwebegun
with notionssuchasNIMI namesseparatérom NIMI URLsin
the first place. Much of the difficulty will disappeamith the
developmentof a GUI for userinteractionwith NIMI, but this
will be sometime in comingdueto otherdevelopmentdhaving
higherpriority.

Blocking I/O. NIMI usesTCP connectiondor transferring
NIMI messagedetweenremote NIMI components,and for
transferringblocksbetweerthe nimid andscheduled The orig-
inal designusedthesein the default configuration, namely
blocking I/0O, in which a processblocksif it tries to readin-
put not yet available, or write outputthat cannotyet go out. It
is muchsimplerto structureprogramsn termsof blocking I/0
ratherthannon-blocking,but we foundthataswe scaledup the
infrastructurethe possibility of blockingdueto failuresor over-
load of aNIMI componenbecamesuficiently high thatuseof
blocking I/0 would impedethe schedulingof large-scalanea-
surements We thereforecorvertedthe messagindibrary used
by all NIMI componentver to non-blockingl/O, which re-
quired alteringa numberof eventloops and maintainingdata
structuregeflectingpartially-completecommunication.

Multiple TCP connections.WhenanMC sendsa measure-
mentrequesto aNIMI probesnimid, thenimidin turnforwards
it to the scheduled After the scheduledprocesseshe request,
it sendsback an ACK, which the nimid forwardsto the MC.
The decisionto relay throughnimid comesfrom an attemptto
reducehesdeduledsloadfor tasksnotdirectly relatedto mea-
surementsinceits measuremerfunctionsaretiming-sensitve.
While we believe this structureremainssound(dueto the im-
portanceof assuringhatthe scheduleds operationsarenot per
turbedby delayssuchas performingpublic-key authentication
checks),it meanghat a single measurementequestcanresult
in 7 differentTCP connections:

1. A TEST_ADD messagérom the MC to the nimid;

2. ThesameTEST_ADD messagérom nimid to the scheduled
onceit haspastthe authenticatiorandpolicy checks;

3. An ACK_TEST_ADD messagérom thescheduledbackto the
nimid;

4. Thesamemessageeliveredbackto the MC from the nimid,
which handlesapplication-layereliability (queueingmessages
for laterdeliverywhenTCP connectiongail);

5. A RESULT_XFER messagdrom the scheduledto the nimid
whenthe measuremerntompletes;

6. Thesamemessagérom the nimid to the DAC;

7. An ACK_RESULT_XFER messagefrom the DAC to the
nimid.

Clearly, this is considerableoverheadin terms of both TCP
connectionestablishmentand consumptionof soclet descrip-
tors. This latter could leadto failuresfor large-scalemeasure-
ments,andrequiredmodifying the messagindjbrary to include
a notion of rationingthe allowed numberof openconnections,
gueueingnessagefor laterdeliveryasexisting connectiongin-



ish. Theoriginal designwasbasedn short-lived,unidirectional
messagedp minimizecommunicatiorstateandthereforebetter
toleratefailures. While this remainsthe right structuringfrom

theapplicationperspectie, clearlythetransportayerneedsop-

timizing in termsof themessagindjbrary keepingT CPconnec-
tions openbetweenthe nimid andthe MC or DAC, and using
thembidirectionally aslong astherearesuficient resourceso

do so (andto closeandlaterreopenthemasresourcesretem-
porarily exhaustedandthenrecovered).

Retry congestion. As notedabove, the messagéibrary has
anotionof a messagéretry” queueto be usedif acomponent
to which it needsto senda messagdecomesinavailable. At
first, theretry queuetreatedall entriesasequal,andthatworked
fine for small-scalaneasurement®8ut for large-scaleneasure-
ments,we foundthata componenfailure could leadto a large
numberof messagesiling up in the queue. The nimid could
wind up spendingmuch of its time attemptingto deliver mes-
sageghatin factstill couldnotbedelivered;or, oncethecompo-
nentrecovered,the nimid would so bombardit with queuedup
messagethatit overwhelmedhereceving DAC, suchthatthe
delivery of mary of themessagewouldfail, causinghemto be
gueuedagainfor retry. Worse,for measurementfiadeacrossa
large numberof platforms,whenthe componentecoveredthey
couldall wind up attemptingo deliver previously-undelverable
messageatthe sametime, resultingin “implosion” atthe DAC,
andanotheroundof failures.

Both of thesearein essencdorms of congestioncollapse,
which we addressedby adding exponential bacloff to the
amountof time betweenretries for messagesn the queue.
While this helps,messagesouldstill amasdo the pointwhere
thediskwould clogwith thousand®f undeliveredmeasurement
results,greatlyslowing down NIMI operationghat scandirec-
torieslooking for work. Finally, we implementeda “stale” di-
rectoryinto whichwe putmeasuremenesultsthatcouldnotbe
deliveredaftera sethumberof attempts.

We finish with an exampleof a designelementthat we re-
moved andthenlaterreturned.The NIMI probewasoriginally
designedasthreedistinct elements a watchdog,a messenger
anda schedulerThis structurecomplicateddehuggingbecause
it meanthatwe couldnoteasilyrunthe messengeor scheduler
directlyunderadehugger but hadto attachto arunningprocess;
andit alsohadleadto ill-advisedsharingof globalstatebetween
the messengeandthe schedulerasfacilitatedby the fork op-
erationthe watchdogusedto createboth. We thenalteredthe
structuresothat the messengefwhich evolvedinto nimid) and
the scheduler(scheduled communicatedlirectly, andwith no
sharedstate. At this point, the infrastructurewassmallenough
thattheredid notappeato beaneedfor anadditionalwatchdog
process.Thatchangedhowever, astheinfrastructuregrewn and
failuresbecamemore common. The watchdogis now imple-
mentedasa separatéerlscript.

C. Administativeandsystemhetepgeneities

In this sectionwe discusddifficulties that arisefrom hetero-
geneitiesin the infrastructure.Oneform concernsadministra-
tive heterogeneitieshe NIMI platformsarehostedby different
organizationswith varying policiesconcerningnanagementf
the platforms.While NIMI wasdesignedrom the beginningto

accommodatéifferentmeasuementpolicies,the problemswe
describehereinsteadconcernpolicies regardingsystemman-
agemenbf the platforms.The otherform of heterogeneitgon-
cernsoperatingsystemvariations. Thesewe attemptedo min-
imize by usingonly the closely-related~-reeBSDand NetBSD
Unix variantsfor ourinitial deployment,but evengiventhatde-
greeof homogeneitywe encounteresiumerougproblems.

While it hasbeena recognized-equirementfrom the begin-
ning that NIMI must copewith administratvely diverseervi-
ronmentsa numberof thesedifficulties caughtus by surprise,
andbodeill for larger scale,more diversedeployment, unless
we candevise generakolutionsfor amelioratingthem.

NIMI installation. First,oneareathatwasactuallynotmuch
of aproblemwasinstallationof theNIMI softwareitself. Doing
soentails:

1. fetchingandunpackingeitherabinaryor sourcedistribution;
2. separatelyfetchingthe RSAREFor RSAEURD public-key
cryptographylibraries (this had to be done separatelydue to
United Statedaws concerningexport of cryptography);

3. if using source code, building the ensembleby issuing
“make”;

4. issuing“make i nst al | ” toinstall the software;

5. generating private/publickey pair;

6. informing the CPOCadministratorof the new NIMI’ s exis-
tenceandits public key;

7. modifying the machines startupfile to executeNIMI upon
reboot;and,

8. startingNIMI running.

The onesignificanttrick with the above sequencés thethird
andfourth steps:they only work if the softwarecorrectlycom-
piles, or the binariescorrectly execute,for the given operating
system. Preliminaryexperienceswith porting NIMI to Linux,
Solaris,and Tru64 Unix hasled to corverting the software to
useautoconffor its configuration. This procesds nearlycom-
plete,and will thenentail an extra step,. / confi gur e, but
with the benefitof muchsimplerportability.

Tools requiring privileged access. The first problemwe
found muchmoreof a headachehananticipatedwvasthe need
to install measuremertbols requiring privilegedaccess.Early
during the design,we decidedthat NIMI shouldbe capableof
runningasary user ratherthanrequiringsuperuseraccessas
thelattercouldpresentaformidablebarrierto widespreagbublic
deployment. However, mary measuremertbolsrequireaccess
to raw socletsor the pacletfilter, both of which are privileged
operations. Consequentlythesystemadministratoof thatplat-
form mustexplicitly configurethetool’sinstallationto allow the
privilegedaccessandthis is requiredany time we install a nev
versionof thetool.

Weknew all this, but whatwe did notanticipatewas: (i) large-
scale measurementan involve frequentchangesto existing
tools andinstallationof new tools, and(ii) oncethe infrastruc-
tureis large, it cantake a very long time beforeall of the sites
have correctlyconfiguredthe installationof a tool, dueto quite

1 Accessto the FreeBSD/NetBSpaclet filter (BPF)is controlledby file sys-
tem permissionon/ dev/ bpf *, soa systemcanbe configuredto allow par
ticular usersaccessvithoutrequiringprivileges. However, attainingthis change
is itself anadministratie burden,anddoesnot solve the problemfor accesgo
raw IP soclets.



largeturn-aroundagswhendealingwith siteadministratorvia
email.

This problem,while mundanejmposesvery real constraints
on scalability We discussapproacheso addresst in § IV.

Modifications to system configurations. Even with as
homogeneousan ervironment as using only FreeBSD and
NetBSD,we found that mary systemswere configureddiffer-
ently from oneanotherandfrom our testingsystems.Two par
ticular problemswere:

Configuring the Berkeley Padket Filter (BPF). A number
of measurementools use BPF (more generally the userlevel
libpcap library, which on FreeBSDand NetBSD usesBPF) to
captureprecisemeasurementsf network traffic. Onemundane
problemwith using BPF is thatthe numberof BPF readerds
constrainedoy the numberof / dev/ bpf * devices available.
Wefoundthatmary machineave only onesuchdevice, which
prohibitedany concurrentaccesgo the paclet filter. This, for
example,couldpreventnotonly simultaneousneasurementsy
different people (which we might want to avoid aryway; see
§ IV for further discussion)but even somemeasurementthat
were, conceptually single-user In particulay one experiment
wantedto usetwo zi ng invocationsat the sametime, onefor
sendingutboundraffic, andanotheifor recevving inboundtraf-
fic. Bothwould attemptto accesshepacletfilter, leadingto one
alwaysfailing.

Building more/ dev/ bpf * devicesrequiresadministratve
accesso themachine A moreseriousversionof thesameprob-
lemconcernghemachineskernelconfigurationwhich controls
themaximumsuchdevicesthatcanbecreated Again,anumber
of systemshave this value configuredto just one device. Un-
fortunately changingit requiresconfiguringandbootinga new
kernel,a stepsomeadministratorsare understandablyeluctant
to undertale.

Configuringthe TCP stadk. Somemeasurementssethe na-
tive TCP stackto perform transport-leel or application-leel
measurementsThesestacksbehae differently dependingon
kernelparametersuchassupportfor “largewindows” [BBJ92]
andT/TCP [Br94]. Altering theseparametergagainentailsad-
ministratve accesqand, of course,alteringthe TCP in more
fundamentaivaysrequiresbuilding new kernels).

Clearly, the abore problemscan be diminished by a site
giving NIMI administratorgrivilegedaccessfor examplevia
sudq andthatis how we have dealtwith thesedifficultiesin a
numberof cases.But, alsoclearly, suchadministratve delega-
tion will notwork for large-scaléNIMI deployment,becauséhe
correspondingrustmodelis not scalable.(Indeed,mary of the
currentsitesalreadydonotdelegateadministratve acces$o us.)

Secure administrati veaccessWhile it is ahardrequirement
thatin thelongrunNIMI mustnotrequireary interactve access
by NIMI developergo NIMI platforms,clearlyfor agoodwhile
to comesuchaccesss requiredfor developmentmaintenance
anddehuggingpurposesAll suchaccessnustbedonein ase-
curefashion,with SSHbeingthe clearchoice. Unfortunately
SSHhasa coupleof pitfalls whenusedin anheterogeneousn-
vironment. First, SSHversion2 is not compatiblewith SSH
versionl. The latter of theseis freeware,andthusmary sites
aredisinclinedto upgradeto version2, but othersitesdo runit.
In addition,SSHis nottrivial to install, andsubtleconfiguration

difference®r errorscanrenderaboxinaccessible.

Crypto libraries. NIMI usesRSAREFfor its public key
cryptography(encryptionand authentication).RSAREF how-
ever, was not exportableunder United Stateslaw, and hence
NIMI Europeanand Asian sites instead used RSAEURD.
This differencecomplicatesinstallation (especiallysince the
RSAEURD Makefile integratesassemblycode into the distri-
bution by default!). In addition,thelengthof the keys produced
by RSAEURD arestoredin afield two bytesshorterthenthose
producedby RSAREF makingit easyto miscommunicatehe
key—a simple enoughproblem, conceptually but delugging
cryptographicsoftware can be quite challenging,if the failure
modeis simply thata cryptographicsignaturds rejected.

Inconsistent measurement tool source code. For sound
measurementye sometimedeedto know exactly which ver-
sion of which measurementool we use, and in generalwe
would like to minimize surprisedhy usingthe sameversionas
widely aswe can. This is notalwayseasy however. For exam-
ple,theversionof nt r ace thatcomeswith NetBSDis different
from the versionof the sourcewe have acquiredthat compiles
underNetBSD;the versionrunningunderFreeBSDis different
again. Sometools only work under certain operatingsystem
versionspthersareonly distributedashbinaries.

A relatedproblemis the difficulty of keepingthe infrastruc-
ture up to date,evenwhenconsistentrun-everywheresourceis
available. The problemarisesbecaus®ncetheinfrastructurds
fairly large,thenincreasinglyduring softwareupgradesomeof
the platformsareoffline andfail to beupgraded.

Theseproblemsareagainmundanebut serious,andmustbe
addressebeforeaninfrastructurecancoherentlyscaleto alarge
size.We would like to addresdoth by makingNIMI platforms
able to download new measurementools (and new versions
of existing tools) as part of the configurationdialog with their
CPOC.But to do so, we mustfirst addresssignificantsecurity
issueswhich we discusdurtherin § V.

Kernel flakiness. Oddly, kerneltweaksinstalled on some
of the NIMI systemsactually proved harmfulto measurement
toolsrunningon otherNIMI systemst r eno measurement®
onesitein particular(runninga modifiedkernel)would period-
ically hangthet r eno tool runningat the remotesite perform-
ing themeasuremengventuallyleadingto “wedged’t r eno’s
consumingall availableresources.

Notethatwhat makesthis problemseriousis not theindivid-
ualt r eno measuremerfailure, but thatover time the failures
would accumulateandrenderthe NIMI platforminoperablefor
want of resourceqe.g., processable slots). This difficulty is
really an instanceof the more generalproblemof controlling
measurememtesourceconsumptionwhich we discussfurther
in§ V.

Multicast woes.Finally, someof theproblemscamewith the
measuremenlomainitself. One of the large NIMI measure-
ment projectsinvolves using multicasttraffic to estimatenet-
work link properties.As discussedn [ABCD+00], mary sites
lack solid multicastsupport,andthosethat do still suffer from
sporadicmulticastconnectvity acrossthe Internetcore. This
situationhasimprovedconsiderablyn the pastfew months but
is clearly out of the handsof the NIMI systemitself (otherthan
thedegreeto which NIMI measurementsanhelpwith diagnos-



ing multicastconnectvity problems).

D. Programmingdistributedsystems

The last class of problems are related to software
engineering—NIMlis a good-sized(40,000LOC) distributed
system—andin particular the sortof problemsthatarisewhen
usingthe systemon alarge-scaleWe naturallydid muchof our
NIMI developmentusing testsinvolving at mosta handful of
measurementandwhenoneof theNIMI measuremergrojects
beganschedulingmeasurementsn the orderof thousandgper
day a hostof latentdifficultiescroppedup.

Exhausting systemresources. Themostcommonsuchprob-
lemrelatego exhaustingsystenresourcesWhenprogramming
large systemsdn C or C++, it is difficult to avoid memoryleaks
unlessone hasa tool for automaticallyfinding them. Another
form of resourcdeak waswith file descriptorsjn certainrare
circumstancegshecodewouldfail to closeadescriptoafteren-
counteringan error conditionon it, andeventuallythesewould
consumaeall of thedescriptorsvailableto the program.

Other problemswith resourceexhaustionwere due to sim-
plifying assumptionsnadeas we developedthe code. Over
generouslefaultbuffer sizescoupledwith overlyrich datastruc-
turesled to muchmorememoryconsumptiorper measurement
scheduleathan actually necessary A different problem con-
cernedmanipulatingneasuremenesults:thenimid wouldread
in atar archive holding a nenly completedmeasuremeng’re-
sults,andthenkeepit in memoryuntil it coulddeliverit to the
measuremerdDAC. This workedfine until aNIMI usersched-
uled a measuremernthat yieldeda resultfile of scoresof MB,
atwhich point nimid couldnotreadit all into memory andthus
couldneverdeliverit, thoughit repeatedlyried. Thesolutionto
this particularproblemis to keeptheresultson disk andstream
themdirectly ontothesocket connectiorto the DAC onceestab-
lished;and,on the otherend,for the DAC to streamtheresults
from its endof the soclet againdirectly ontodisk.

Clocks. Unstablesystemclockshave beenan ongoingprob-
lem. We did not want to requirethat NIMI platformsinclude
highly accuratetime sourcessuchas GPS,given expense an-
tennalocation, and systeminstallation difficulties. (We note
that more homogeneouifrastructuresuchas Suneyor have
beenableto surmountthesedifficulties [AI97].) From previ-
ous experience[Pa98] we realizedthis would complicateone-
way measurementut expectedthat the clock synchronization
would be good enoughfor purposesf coordinatingmeasure-
ment. In fact, this is far from the case. While somesitesuse
NTP synchronizationpthersdo not, or only synchronizeupon
reboot,andwe have hadto dealwith clocksoff by hours.

We dealwith this problemin severalways. First,for measure-
mentsinvolving coordinationwe schedulehe traffic recevvers
to start running five minutes (nominally) before the senders,
so the coordinationwill still work in the presenceof up to
five minutesdisagreemenbetweenthe clocks. Secondwhen
an MC sendsa measurementequestto a NIMI, it compares
a timestampsentback by the NIMI with its own clock, and
flagsdiscrepancie# they aretoo large sothe useris aware of
the problem. Third, we areimplementinga notion of “relative
time,” sothatanMC canspecifyameasuremerdstakingplace
AT secondsn thefutureratherthanatanabsolutgime T'. The

maindifficulty with implementingrelative time is to ensurethat
the time offsetis asaccurateas possiblewhenreceivedby the
NIMI, which canbeconsiderablyaterthanwhenthe MC begins
sendingthe measurementequesto the NIMI, dueto delaysin
TCP connectionestablishmentpaclet retransmissionsaandthe
like. Therewill alwaysbesomeuncertaintywith relative times
dueto variationin paclet propagationtimes betweenthe MC
andtheNIMI, butthesewill usuallybeontheorderof hundreds
of msecor less,or perhapssecondsf TCP retransmissionare
involved.

DNS flakiness.We have foundthatduringanextensive mea-
surementun we will experienceoccasionaDNS errors,such
ashostsbeingunableto resohe the nameof otherNIMI plat-
forms, or, in more than one case(differentNIMIs), unableto
resole their own name!lt wasnaturalwhenwe wrote our code
to assumehat suchlookupswould always succeedandto fail
in ahardfashionwhenthey didn't (becaus¢hat“couldn’t” hap-
pen).In retrospectwe shouldhave beenmoreparanoid andare
now migratingNIMI overto: (i) carefullycheckall DNS return
statuscodesii) nevertrusta DNS call notto block (scheduled
alreadyavoidsdoingso), (iii) uselP addressegatherthanhost-
nameswvhenpossible and(iv) perhapsmaintaina privateDNS
translationcachefor backupuseduring DNS serviceoutages.

Subtle interfaces. Perhapshe mostfrustratingproblemwas
in corvertingthe NIMI messagindibrary to non-blockingl/O.
Following all of the documentatiorior settingup non-blocking
connect () andaccept () callsresultedn codethatworked
sporadically After much consultationand mailing list brows-
ing, we found a note from someoneelsewho hadrun into the
sameproblem. They reportedthat get sockopt () mustbe
calledwith SO_ERROCR to determinethe stateof the soclet file
descriptorprior to accessing.

V. SECURE UPDATE AND RESOURCE CONTROL

As we have developedabore, two significantchallengedor
scalingNIMI—or ary measuremeninfrastructurethat strives
for extensibility and multiple use—concerrsecurelyupdating
the measuremerntbols available on a platform, and controlling
theresourceconsumptiorof individualmeasurements.

The needfor updatearisesfrom the requirementof exten-
sibility, thoughwe have found that it also arisesjust for soft-
waremaintenancef existing measuremerbols. The needfor
updategto be secue arisesimmediatelybecausaneasurement
tools often require privilegedaccesdhat an attacler could ex-
ploit. This needis especiallypronouncedor a sharedinfras-
tructure,in which the administratve hostof a platformmay not
wantto trustparticularusersof the platform.

The needfor resourcecontrol rapidly becameapparentto
us as soon as NIMI was used for concurrentmeasurement
projects. Indeed,we found it also comesup for solo mea-
surementprojects: if the projectis sufficiently large, thenits
own subelementgindividual measurementdpr example)can
conflict andderail the measurementFor example,one project
scheduledsuccessie measurementthat entailedaccesgo the
paclet filter. When the first of thesewedged,the remainder
would fail becausehefirst hadnot releasedhe (scarcepaclet
filter resourcesothey couldnotaccesst.

In summary the combinationof an infrastructuresupport-



ing extensiblemeasuremenrdndstriving to protectits integrity

bringswith it two intrinsic dangers:measurementodemight
eithercompromisehe securitymodel,or consumesxcessve re-

sourcesand compromiseother measurements\We treatthese
two togetherbecausehey arereally two sidesof thesameprob-
lem: controllingwhatthe measuremergoftwarecando.

A. Trustmodels

We beagin by discussingdifferenttrust models,asthesede-
limit how strenuouslywe mustwork to ensuresafeoperation.
Currently thereare two forms of trustin NIMI: first, the vol-
unteershostingplatformstrustthe NIMI developersenoughto
eithergrantus administratve accessor to themselesperform
administratve actionssuchasgrantingprivilegesto a measure-
ment tool upon request. This form of trust is basedon the
factthatthe volunteersknow the peopleinvolvedin the project
and trust us to take appropriatecareto protecttheir systems.
This modeloften makessensdor aresearclsystemin its early
stages,but clearly will not scalein the future whenthereare
mary more administratve domainsand people who want to
modify elementof aNIMI configuration.

A relatedform of trust regards“trustworthinessby eminent
authority” by whichwe meanthefactthatif aslkedto install“the
new versionoft r acer out e availablefromits usuallocation’
mostadministratorsarewilling to do so becausehey trustthe
developersof thetool (who do not necessariljhave anything to
do with NIMI) to ensurethatthe softwarethey releases safe.
This soundsrisky, andlikely with time will grow moreso? but
it is in fact practicedby everyonewho usespublicly available
software exceptthosewho rigorously inspectthe sourcecode
prior to installation.

In summary NIMI requiresa moreflexible trustmodelthan
the above to make its extensibility practical. Otherwise,re-
searchersvho have goodideasfor experimentswill notbeable
to getthe necessaryoolsdeplojedwithout eithertiesto alarge
numberof NIMI operatorspr to the developersof themeasure-
menttoolsor NIMI.

B. Threatmodels

We now turn to the sortsof threatsagainstwhich we wish to
protecttheinfrastructure.

Subverting the platform. First,uploadedneasuremertdode
might exploit a weaknessn NIMI to obtain unauthorizedac-
cessto the platform. Sincewith time NIMI platformsmay be
deployedon mary networksacrosgheInternet,a systematiat-
tackontheNIMI systemcouldpotentiallycreatea majorthreat.
If NIMI platformscouldbeexploitedto obtainrootor othernon-
authorizedgeneralaccesdo the hostsystem,an attacler could
thenusethecompromiseglatformsto mountadditionalattacks
onothersystemsGiventhatthe platformsthemselesarelikely
to be well connectedo the network, they would be especially
attractve for mountingdenialof service(DoS)flooding.

Any non-authorizedenerabccesganalsobeusedasastep-
ping stoneto hide attackson othersystems.While not unique
to NIMI, this sortof illicit activity couldvery seriouslydamage

21n arecentincident,a public distribution of the popular“TCP wrappers’se-
curity softwarewasmodifiedby attaclersto includeabackdoora vulnerability
subsequentlgxploitedto gainillicit accesso numerousnachines.

NIMI" sreputatiorandrendeMIMI deploymentunacceptablio
mary.

Also giventhatthe platformsarelik ely to bewell connected,
they maybe closeto network infrastructurecarryingaggreyated
traffic from mary users.If aNIMI platformis directly attached
to a broadcasnhetwork, it could be usedto sniff transittraffic.
This sort of attackis so attractive that even with the security
measureslescribedn this paper it is expresslyrecommended
thatNIMI platformsbe attachedo mediathatdoesnot lendit-
selfto sniffing.3

An attacler gaininggeneralaccesgo NIMI platformscould
also alter systemor measuremensgoftware in unknovn ways,
castingdoubt on, or even surreptitiouslyaltering, subsequent
measurementsln addition,if a NIMI platform hasbeentam-
peredwith it maybedifficult to reinstallthe systenfrom trusted
media,dueto a potentiallyremotelocation.

Attacks launchedfromwithin NIMI. Evenwithoutsubvert-
ing the NIMI platform, the potentialexists for maliciousmea-
surementsoftware to useNIMI platformsto attackother sys-
tems.An uploadedool might constructattackpaclets(e.g.,for
DoSor scanninglunderthe guiseof a measurementThis form
of attackis particularly problematicgiven the desireto ensure
that NIMI platformscan perform a wide variety of measure-
ment. Eventhe very naturalrequirementhatall traffic sourced
by a measurementtility musthave the NIMI platform asthe
sourceaddresss in tensionwith the needto provide accesgo
“raw IP” for somemeasuremergrogramsBut, moregenerally
NIMI needsmechanismso controltheform of ary packetssent
by atool.

In addition,asdiscussedbove, measuremennachinerycan
alsobe exploited directly to collect privateinformation. Many
of the currentNIMI tools rely on BPF to preciselytimestamp
measurementraffic off of the network. But using BPF intro-
ducesthe possibility of obtainingcopiesof messagestherthan
thoserelatedto the measurementThis canbe mitigatedby re-
quiring useof a filter restrictedto only capturetraffic sentto
or from the local host,but this doesnot protectagainstreading
pacletsmeantfor someothermeasurement.

Perturbing other activity. Malicious or defectve measure-
ment software can alsointerferewith other measurementdyy
consumingexcessve NIMI resource®r generatingpogustraf-
fic thatthe othermeasuremenwill mistale for its own. For ex-
ample,ameasuremerihatkeepdargebuffersin memorymight
causeother measurementto experiencepage-ault thrashing.
Variousresourcenanagemenssuesarediscussedn § |V-D.

Thereis also a potentialfor interactionbetweenNIMI and
otheractiities onthe platform. The NIMI architecturedoesnot
requirethatplatformsbededicatedo NIMI alone,andanumber
of siteshave deployedNIMI on general-usenachines.

C. Updatemodels

We canpictureimplementingsoftwareupdatego NIMI plat-
formsin anumberof differentways. A simpleapproachwould
beto bundlethetoolsinto theNIMI codedistributionitself, such

3Note that the NIMI architecture can be used for legitimate passie
measurements—theignothingin thearchitecturehatrestrictsits useto active
measurement8ut we omit passie measuremenfsom our generabiscussions
becausghey aremuchmoreproblematicfor a publicinfrastructure.



thatthe tools are updatedwhenNIMI is updated(and perhaps
thesamerustmodelis appliedto thetoolsasto theNIMI code).
Doing sowould almosttotally undermineNIMI’ s extensibility,
however. In fact,from our experienceo dateit is alreadyclear
that methodsthat rely on “out of band” mechanismso update
measurementools (suchas email to an administratorasking
themto install the new software)scalevery poorly, sincesome
administratoranay take an exceedinglylong time to attendto
suchrequests.

We insteadwould lik e to usethe already-&isting NIMI ma-
chinery for moving datato and from the platforms. Further
more,the existing measuremergchedulingnachineryprovides
anopportunityto verify thatthe propertools arepresenon the
platform. If an MC requests tool thatis eithernot presentor
out of date(wrongversion),thenthe platformcouldrequesthe
tool from eitherits CPOC(which couldredirectit to adelegyated
repository)or, perhapsthe MC itself. (Thefirst of theseclearly
representa strongettrustmodelthanthesecond.Furthermore,
if the CPOCdoesnot alreadyhave thetool, it couldin principle
requesit from the MC.

Eachof thesetool delivery routeshasadvantagesanddisad-
vantages. If platformsobtain software via their CPOC, then
the distribution machinerywill scalebetter becausall of the
CPOCscan concurrently distribute tools to their associated
NIMI platforms.The CPOCalsohasthe opportunityto perform
an extra inspection(or compilation)stepthat might be usedto
provide additionalvalidationof thecode.If, ontheotherhand,a
smallpoolof NIMI platformsobtainsthe softwaredirectly from
the MC, then new tools can be deployed more quickly. This
approactwould betterfacilitatetool testing.

We believe that both of thesemechanismareneeded.If an
MC requestsaa measuremenhat requiresa missingtool, then
the platform’s nimid shouldfirst determinef the MC hasper
missionto offer thattool directly. If so,it contactshe MC for
thetool. If not, or if the MC replies“usethe CPOC; the nimid
would thendeterminef the MC haspermissiorto requesthat
theNIMI platformuploadsoftwarefrom the platform’s CPOC.

If a NIMI platform requestsa tool that the CPOCdoesnot
have, the CPOC could use a similar mechanisnto obtain it.
However, with the CPOCthereis an additionalopportunityto
checkthe appropriatenessf the request. This checkcould be
fully automatic(e.g., a code scanner;seebelow) or partially
manual requiringexplicit administratve approval.

The designshould permit the administratorresponsiblefor
the CPOCto selectsemi-automatiaipdating,wherenew tools
are automaticallytransportedo the CPOCand inspectedbut
heldfor theadministrators approval beforedisseminatinghem
to the NIMI platforms. This approachprovidesa safetynetfor
siteswishingto bemoreconsenrative aboutinstallingtools. The
goalsof the othersecuritymechanismsve discusselov should
then be to make the entire systemsuficiently robust and se-
curethatnearlyall domainswill electto rely onfully automatic
mechanismsandthatthe onesthatdon’t will be sufficiently at-
tentive suchthattherearenotlong deploymentdelays.

D. Resouce managgement

The availability andaccurag of NIMI measurementay be
adwerselyaffectedby resourcecontentionor stanation on the

platforms.As mentionedabove,in mary waysresourceprotec-
tion parallelssecurityissuesjn thatbothconcerrcontrollingthe
possiblebehaior of measuremergrograms.

Many of the resourcesve needto manageare commonto
other multi-use systems: CPU, memory disk space,and I/O
activity, especiallynetwork actiity. Otherresources—suchs
accesdo the pacletfilter, specificTCP/UDPports,or receving
particularforms of ICMP responses—argcarce andtypically
boundto specificmeasurementsUncontrolledaccesgo these
resourcesvill likely causemeasurement® fail.

We thereforeneedmechanismso ensurethat measurements
do not suffer for resourcestanation, or, corversely that mea-
surementsio not consumemoreresourceshanpolicy allows.

Finally, asnotedabove,someNIMI platformsareshared-use.
The otherlegitimate usersof the systemamay needto receive
priority accesdo the resourcesperhapsvarying with time-of-
day or on an ad hoc basis. Thesesituationsagainrequirean
ability to limit NIMI resourceconsumptioraspolicy dictates.

E. Codevalidationvs. sandboxing

Therearetwo basicapproachesve could useto facilitatese-
curesoftwareupdateandresourcecontrol: validatingthatcode
behaescorrectly or sandboxing-odesothatit’simpossiblefor
it to behareincorrectlyin a significantway.

Code validation. The first of thesecan be donestatically
by scanningmportedcodeto analyzeits behaior, or dynami-
cally, by monitoringa running program. For generalprogram-
ming languagesthe Halting Problemdictateshatwe cannotre-
alize completelyaccuratestaticanalysis but insteadmustlimit
the semanticmodel available to the programs possiblyreject-
ing somesafeprogramsbecauseave cannotsoundlyprove their
safety Somelanguagesaremuchmoreamenabldo staticanal-
ysis thanothers; C is particularly badin this regard, given its
highly flexible pointersemanticsUnfortunately mostmeasure-
mentsoftwareis written in C, andit is not clearthat rewriting
them(eitherin C or somethingelse)to conformwith arestricted
semantianodelis any easietthanrewriting themin a*“safe” lan-
guage(seebelaw).

We can also considervalidating code dynamically but this
immediatelyraisesthe questionof whatto do whenat run-time
we find a programviolatesits restrictions. If we at that point
enforcethe restrictions,what we have really doneis sandbox
theprogram to which we now turn.

Sandboxing In general,using a sandboxmeansthat pro-
gramsrun in a restrictedervironmentwith accesdo only lim-
ited, tightly controlledresourcesln addition,uponprogramter-
mination the systemmay discardthe ervironment. This goal
is to preventthe programfrom contaminatingptherpartsof the
system.

NIMI hasthreenaturalboundariesve couldusefor sandbox-
ing. First, NIMI platformskeepvirtually no permanenstate
(justthe nameof their CPOCandanascenACL tableallowing
the CPOCS credentialto modify the ACL table). Thereforejn
theextremecasewe canin principlereinstallall of thesoftware
on the platformwith only a shortoutage.Secondthe platform
couldlimit NIMI accesgo files by chrooting prior to execution
of nimid. Third, we couldalsochrooteachmeasuremerinto its
own subtreewithin therestrictedNIMI tree.



Eachof thesehasits own meritsandwould be an effective
tool againstsomeclassesof attacks,althoughin practicewe
have foundthatbuilding a working chroot ervironmenttakesa
surprisingamountof work, andfrequentlyreinstallingthe NIMI
softwareappearsnuchtoo expensve.

The more fundamentaproblem,however, is that Unix does
not provide the necessaryools for constructingnetworksand-
boxes. The mechanismst providesfor controlling what ports
processesanbind to, whatsortof access programhasto the
paclet filter, andwhat sort of pacletsa programcansendand
receve,all suffer from providing thewronggranularity of parti-
tioning. Unlike thefile system for which the permissiormodel
is well developedandfine-grainedfor network accesghe per
missionmodelis coarse-graineda programeithercanor cannot
accesshe pacletfilter, with no control over the type of filter it
uses;it eithercanor cannotbind to a userport or a privileged
port, with no control over which it picks from the range;it ei-
thercanor cannotuseraw IP to craft arbitrarypaclets,with no
controloverwhatcanbeplacedin theindividual headeffields.

There are several classesof mechanismsve could employ
to attemptto constructnetwork sandboxs: introducingkernel
modificationsto restricta programs possiblebehaior; linking
measuremerrogramsagainsta run-timelibrary thatmonitors
and enforcesthe programs actiity; using a separaterusted
daemonto monitor the programs activity and proxy sensitve
actiities suchas paclket sourcingand recording; or requiring
programgo bewrittenin a “safe” languageamenabléo secure
run-timecontrol (seebelow).

Requiring custom kernels seriously conflicts with easeof
NIMI deploymentand maintainability andwe mustdismissit
out of hand. Adding instrumentatiorand controlsvia a run-
time library seemsat first like an attractive approach. But a
determinedattacler whoseprogramexecutesdynamicallycon-
structedcodecan likely evadeary run-time library; and even
if we disableexecutionof codefragmentsin the stackandthe
heapamaliciousprogramcouldstill rummagehroughmemory
until it findsthedatastructuresisedby therun-timelibrary, and
modify themto its advantage lt is difficult to seehow run-time
monitoringcanwork without resortingto techniquedik e those
discussedh [WLA G93],whichappeadauntingfor non-experts
to implement(at all, muchlesscorrectly).

A monitordaemorcouldtrack system network anddisk ac-
cesseslIn principle this would be morerobustthana run-time

tensionbetweensecurityand measurementwe needto ensure
that security mechanismsio not distort our measurementto
suchanextentasto renderthe measurementssuficiently pre-
cise. For example,sendingpacletsonly via a proxy will incur
10’s or 100's of mseclateng (dueto context switch delaysand
the like) betweenthe measuremensoftware and the network,
makingit impossibleto preciselycontrolwhenpacletsareac-
tually transmitted.This lateng is sometimedessof a problem
for recevedpaclets,becausehey aretimestampedh thedriver
beforebeingprocessedby the proxy; but canalsopresendiffi-
cultiesif the measuremergoftwareneedso promptly respond
to incoming paclets, suchasto generateechoesor measuring
round-triptimes.

Furthermoresincethe Unix kernelhasfew mechanismdgor
network accesgontrol (otherthanperprocess/es/noaccesso
thepacletfilter), theuseof proxiessuffersfrom thesameweak-
nessesas the run-time library approach. We cannot,in fact,
forceaprogramto usethe proxyfor its network actiity; if there
is any way for a programto containsurreptitiouscode, it can
avoid the proxy. (This samelack of accessontrolmechanisms
also underminesanotherapproachsimilar to proxies, namely
usinga wrapperthat pre-opensllowed network socletsfor the
programto inherit.)

Giventheabove difficulties, it appearghatthe approactwith
themostpromiseisto migrateNIMI to usingmeasuremeribols
written in a safelanguage Hereby “safe” we meanalanguage
that both doesnot allow data structuresto becomecorrupted
(written by modulesother than thoseexplicitly allowed to do
s0), andthatincludesmechanismdor confiningaccesdo par
ticular interfaces(suchas network I/O) in waysthat cannotbe
circumvented.Suchlanguagesiave beenusedto implementse-
cure, extensiblesystemdy limiting the semanticsvailableto
the programmer suchthat unsafeactionseither cannotbe re-
guestedor canbe securelydeniedby the run-timesystem.

Givensuchalanguagewe would thenproceedasfollows:

« We usethelanguageto implementNIMI measuremertools.
We will constrictthe functionality provided by the languageo
only thoseoperationgequiredfor measurement.

« Thelanguageneeddo supportrestrictedsemanticgor creat-
ing andcollectingpaclets. Thesesemanticsnustbe extensible,
but througha separatemechanisnthanthat usedfor software
updates.

« The languageervironment must include monitoring of re-

wrapper becausehe daemoris isolatedfrom the measurement sourceconsumptiorandmechanismso enforceresourcepolicy

software.However, monitoringdaemongsrefundamentallyim-

ited becausdhey only seeeventsafter the fact—apoor fit for

preventingmaliciousactiity, thoughthesecouldwork well for

someforms of benignactiity, suchas suspendinga program
thatconsumes$oo muchCPU.

The daemongainsmuch more control if it also proxiesfor
the measuremergoftware. For example,the softwarecould be
requiredto only sendandreceve paclets by makingrequests
throughthe proxy. This approachappeargpromisingfor one
form of actwity, namelyusing a paclet filter to record high-
precisiontimestampf traffic for later analysis,and we plan
to developa paclet-filter senerto addresshe pragmaticpaclet
filter problemswe discusse@bovein § 111-C.

Butin moregeneraterms,aproxy daemorhighlightsa basic

limits.
« A ClanguagePI for boththeresourceontrolandthe paclet
processingoutinesshould be available so that we can easily
updateexisting toolsto usethe sameresourceand packet man-
agementesourceastools written in the safelanguage.These
hybridtoolsstill require“trustworthinessdy eminentauthority’
but will fit betterinto overall NIMI resourcemanagement.
Thereare a numberof languagesiesignedo be safe,such
asJava, Perl’s “taint” mode,and Python[Py00]. A numberof
issuesarisewhenassessingvhich of thesemight work best:ac-
cessto the necessannetworking and timing primitives; ease
of expressingfine-grainedcontrol; sufficient efficiency to not
impedemeasuremergrecisionjik elihoodof administratorsc-
ceptingtheirinstallation;deluggingandmaintenanceroperties



of theresultingprogramsandeaseof portingexisting tools.

V. SUMMARY

There is great utility in being able to construct large-
scale measuremeninfrastructurescomposedfrom diversely-
administeredhosts, supportinga wide and extensible range
of measurementsand accesscontrol policies. Doing so
also presentanajor challengesand opportunitiesfor mistales,
thoughwe believe the NIMI designhasprovedflexible enough
(with sufiicient effort!) to overcomethese.

Two key issueghatmuststill beaddressedor NIMI (or any
large-scalenfrastructure for that matter)to prove sufficiently
scalablefor widespreacpublic deploymentare the problemof
securelyupdatingsoftware on the measurementlatforms,and
the problemof constrainingthe resourcexonsumedy differ-
ent measurementsWe arguethat both of thesecanbe unified
in termsof controlling the behaior of the measuremensoft-
ware, and that the most promisingtechniquefor doing so ap-
pearsto be requiringmeasuremengoftwareto be written in a
“safe” languagesuchasJava or Python.We arenow beginning
to investigatesuchlanguagedo determinehow bestto address
theseproblemsin NIMI.
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