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ABSTRACT

Information distillation aims to extract the most usefidges of
information related to a given query from massive, possinhtilin-
gual, audio and textual document sources. One critical coriptin
a distillation engine is detecting sentences to be extidoben each
relevant document. In this paper, we present a statisicaésce ex-
traction approach for distillation. Basically, we framésttask as a
classification problem, where each candidate sentencecimnaents
is classified as relevant to the query or not. These docuneays
be in textual or audio format and in a number of languagesabter
dio documents, we use both manual and automatic trangeriptior
non-English documents, we use automatic translationfigmtork,
we use AdaBoost, a discriminative classification methodh Wwinth
lexical and semantic features. The results indicate 11%-E3ative
improvement over a baseline keyword-spotting-based agproNe

also show the robustness of our method on the audio subdes of t

document sources using manual and automatic transcrption

Index Terms— information distillation, information extraction,
language understanding, speech processing, naturaldgegquo-
cessing

1. INTRODUCTION

As the amount of available information grows tremendousligth-
ods for directly accessing the relevant information effitie and
effectively have become increasingly important. Now thedeés
developing methods to extract only the requested infomatiln
the framework of the DARPA GALE program, this process isexll
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with the requested information content. This process eveit but
not exactly equivalent to document summarization [1], infation
retrieval [2], question answering [2], or information edtion [3, 4].

In a summarization system, there is usually no predefinedyque
simply, documents are summarized. Yet, sentence extrattiy be
part of a summarization system, such as [5, 6, 7]. Howevedal

in a summarization system is to extract the most informagien-
tences that summarize the whole document, so featureséksum-
ber of named entities in the sentence or rank of the sentenbe i
document are extremely useful. Recently, Document Unaled&tg
Conferences (DUCSs) also incorporated question-focusequery-
relevant) summarization in their evaluations [8], where $imilar-
ity of each sentence with the question can also be used atuagfea
However, the questions in the DUCs do not have a predefined str
ture such as the query templates.

Question answering systems, on the other hand, act upon a re-
quested question, suchwabat is the longest river in the world@r
list all the European union countriel that sense question answer-
ing output is very formatted compared to distillation. Digtion
usually requires details for the event in question. Everafquery
very close to question answering, suchVdbat is the relationship
of Chirac to France the answer is not a single word or sentence
(such asHe is the presideft instead, anything relatin@hirac to
Francein the corpora needs to be in the answer set. Information
extraction, more specifically event extraction, can in quinmn be
considered as the closest match for distillation. Some ®fAGE
events [4] (such aarrestor attack are among the GALE distilla-
tion queries. Furthermore recent TREC 2006 evaluationisidiec
template-based information retrieval tasks which arelamo dis-

distillation. For example, given a set of multilingual audio and textjjjation as well [2].

sources, the purpose of distillation is to extract the tAphy of a
person, or list arrests from a given organization duringegje time
period with explanation. The participants are given a sejugry
templates with a variable portion. The goal of a distillatgystem is

to output ordered segments calleappetdhat can be considered as
an answer to these queries. A snippet can range from a fragrhen

a sentence to a paragraph. Below is an example query (in linéch
location and date range are variables) with some relatgubets:

Query: Describe attacks in [the Gaza Strip] giving location (as

specific as possible), date, and number of dead and injurex\iéke
information since [28 Sept 2000].
Snippets:

e attack against a school bus filled with Israeli children
e There were 45 students and 2 teachers in the bus
e The militant Islamic Jihad claimed responsibility

One critical component for distillation is detecting sertes to
be extracted from each relevant document. The user typiisatiot
interested in reading the whole news story but insteadiegportion

In this paper, we focus on sentence extraction for inforomati
distillation. The general SRI team approach for informadiistilla-
tion is the work of a bigger team, and will be explained in deta
in another paper. In summary, we are given all the data seurce
to be searched during distillation. The data includes bexitugl
and audio data in multiple languages, namely English, Gleinand
Arabic. We use automatic translations of the non-Engliga.dBor
audio data we use both manual and automatic transcriptidhs.
University of Massachusetts INDRI search engine [9] indeak
the data. Then, during runtime when a query is given, the INDR
search engine retrieves candidate documents, considberdptes,
the sources of documents to be searched, and so on, as gpecifie
in the query. Then the sentence extraction process triegetaify
the potential snippets. Finally, similar sentences arstehed into
groups. Due to the diversity of the data sources and the irdige
duced via speech recognition (ASR) and machine transl&tidr),
it is important to have a robust method. In this study, we ude A
aBoost classification algorithm with lexical (wordgrams) and se-



mantic features to extract sentences relevant to each.query

positive examples. We believe that this will improve theustness

In the next section we present our approach. Then we proef the system to the noise introduced by ASR and MT. For the ex-
vide experimental results comparing our approach with golem periments with ASR output we align the automatic hypothests

keyword-spotting-based method first for all the data and tiging
only audio documents.

2. SENTENCE EXTRACTION

The goal of sentence extraction is to tag each sentencesaamebr
not given a set of documents relevant to a distillation quBryring
this study, we focus on sentence extraction for two typesuefigs
used for the DARPA GALE Program:

Query Template 15ldentify persons arrested from [organiza-

tion] in [location] and give their name and role in organizeh and
time and location of arrest.
and

Query Template 16Describe attacks in [location] giving loca-

tion (as specific as possible), date, and number of dead gnckh

The date and the sources of information that need to be ssgrch

are also specified in these queries. The first step is ratgedocu-
ments that are relevantto the given query. Then the sergémaieare
related to the query are extracted. We assume that sentenod-b

aries are already extracted by either the NYU ACE System [10

for text or the ICSI+ sentence segmentation system for $peec
put [11]. While a similar information-retrieval-based apach may
be used for the sentence extraction, we propose to empl®rafita
the-art discriminative classification methods. This i9atsportant
for improving the robustness of the system to the noise diiced
by the automatic speechrecognition and machine translggistems
for multilingual and/or audio documents.

2.1. Keyword-Spotting-Based Approach

We built a baseline keyword-spotting-based system in daleom-
pare our results. In this baseline system, each sentensa yete
if certain keywords (such aarrestor detain for template 15 and

bombor kill for template 16) and named entities (such as organiza-

tion, location, or date) mentioned in the query appear irsérgence.
Then the recall/precision curves are drawn according tatimber

reference sentences and extract their class (positivegatiie) from
the answer keys.

Given the collection of all snippetsy, ...,z € X;, from each
documentd; € D, whereD is the set of documents that have at
least one snippet as an answer to a query, we form the set:

S ={(z1,1), ..., (xm, 1), (y1,0), ..., (yn, 0)}
whereyy, is thek!” irrelevant sentence in the documeéntassuming
that this document has irrelevant sentences. Then the sentence
extraction for distillation task is defined as estimating ¢onditional
probability, p(c|s;), ¢ € {0, 1}, that sentence; is relevant ¢ = 1)
or not ¢ = 0). We then return sentences which haye|s;) > thq,
where the thresholdh, is estimated using a heldout set for each
querygq.

During classification we use lexical and semantic features-
ical features consist of word-grams obtained from the training ex-
amples. Using all wor@-grams instead of several keywords as fea-
tures is also expected to improve the robustness of thersydthis
can be considered as a query-specific information extrasgistem,
which is supposed to perform better than a generic one. We the

ugment these features with semantic ones by tagging theeaw
ences to mark the instances of organization, location,abelin
the query. Sometimes equivalent terms are also given inukeyq
For example, the equivalent term for the organizaatQaedais
al-Qaida Similar mapping is done for those phrases as well. Then
the classifier is given the word and/or taggrams extracted from
both the raw sentence and the tagged sentence.

We performed our tests using the Boostexter classificatiolf1 2],
an implementation of the Boosting family of classifiers. Bting is
an iterative procedure; on each iteration a weak class#igained
on a weighted training set, and at the end, the weak classérer
combined into a single, combined classifier. More formadlytput
the final classifier for an examplefor the clasg is defined as:

fla, ) = Zatht(x,l)

of votes. This can be considered as a grammar-based apgavach Whereh.(z, 1) is the score given by the weak classifieiearned at

distillation.

2.2. Classification-Based Approach

Note that the keyword-spotting-based approach has cedtain-
backs. It requires human expertise for in-domain knowlealge
involvement and it is not robust to changes in the tasks oradiosn

and noise introduced by ASR and/or MT outputs. Hence, we em-

ploy a data-driven (or learning) method for sentence efitadn
information distillation.

To train sentence extraction models, we extract negatit@as-
itive examples from the given answer keys, which have theveeit
snippets and the corresponding document identifiers fdr gaery.
The answer keys very rarely include more than one senterecesas
sponse, in which case we split the snippets into sententes the
relevant sentences in those answer keys also include thevdot
identifiers, we extract all sentences in those documentsar@es,

iterationt. alpha; is the weight of each classifier, typically deter-
mined according to the accuracy of that weak classifier. Baedk
classifier (e.g., “decision stump”) checks the absenceasgnce of
a feature. Boosting is shown to be a very effective writted sjpo-
ken language classification tool [12, 13]. Note that our apph is
independent of the specific classification algorithm used.

3. EXPERIMENTS AND RESULTS

In this study, we used 46 sample queries, 25 from query tamfp&
and 21 from query template 15 provided by DARPA GALE project.
Detailed data characteristics are shownin Table 1. Sirisdé&yond
the scope of this paper, we assumed that the IR engine retlithe
relevant documents and nothing else. The corpus is a dotteot
Arabic, English, and Mandarin broadcast news, broadcastrea-
tions, newswire, and other written news forms such as bkgys so
on. It mainly consists of TDT-4 and TDT-5 corpora [14] in dilth

and mark the sentences whose portion are in the answer kegias p to some recently dated material.

tive examples, and all the rest as negative examples. Hete tmat

Since the whole distillation task is now framed as a classibn

the same sentence can be marked as a positive example byarnye quproblem, we have evaluated the performance of our systeng usi
and as a negative example by another. When answers are firom ndhe standard recall and precision metrics and their harnoeian,

English sources, we use the automatic translation of thoseers as

F-measure. To obtain these values, we use macro-averagang o



| | Template 15] Template 16]

Number of queries 25 21
# Snippets (Positive Sents. 1,346 4,136
# Negative Sents. 5,240 11,138
Number of Documents 515 1793
Avg. Snippets per Document 2.6 2.3
Avg. Snippet Length 19.4 words | 18.6 words

Table 1. Data characteristics used in the experiments.

| | Template 15] Template 16]

Keyword-Spotting 45.42% 52.35%
Lexical Only 48.57% 57.91%
Lexical+Semantic| 51.41% 58.20%
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Table 2. Macro-averaged F-measures for keyword-spotting-base

and statistical approaches.

queries since the number of relevant snippets per quergs/aig-
nificantly.

We have performea-fold cross-validation where in each fold
one query was used for testing, one for tuning the iterattamtand
decision thresholdh, for Boosting, and the rest for training. The
classifier confidence scores are then used to compute thexfunge
values at various thresholds.

Table 2 presents our summarized results comparing the kelywo
spotting-based approach with the statistical approaatthiedkeyword-
spotting-based approach we chose the best threshold oestheet,
an unfair advantage for this approach; for the statistippt@ach the
development set was used to choose the threshold for eagh gjvee
also tried using contextual features, such as the rank cfehtence
in a document, but results did not change significantly. Fathb
queries, the statistical approach outperformed the keywspotting-
based approach significanfiyThe improvement is about 6% abso-
lute in F-measure for both cases. One interesting obsenvatihat,
while adding semantic features helps for query templatésl &ffect
is insignificant for template 16.

Figures 1 and 2 presentthe aggregate recall/precisiorsfov
the keyword-spotting-based and classifier-based appesachhat

Fig. 1. Recall-Precision curves when using the keyword-spotting
based and classifier-based approaches for query template 15
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Fig. 2. Recall-Precision curves when using the keyword-spotting
based and classifier-based approaches for query template 16

is, at each point of the curve, the same threshold is usedlifor a

queries. As seen, classifier-based approach generallgdotms
the keyword-spotting-based one throughout the curvesnfemast-
ing observation is that, for query template 16, the keywspdtting-
based approach performs comparable to classifier-basethame
high precision / low recall region, while this is not the césetem-
plate 15.

When we looked at the error distributions, we see that kegiwor
spotting-based approach is performing poorly for extraxsientences
which contain relevant but additional information abow tueries.
That is, it makes errors when the sentence to be extracteslrone
have enough number of indicative keywords or phrases. Ronple
this approach misses the second snippet of the example ajoeve,
which complements the first one. On the other hand, clastifica
based approach sometimes miss relevant sentences alttfoeigh
contain the keywords the other approach is looking at. Ehilie to
the discriminative classification approach we are emplpytinat is,
other words in the sentence also matter.

laccording to the Z-test with 0.95 confidence interval

As afinal experiment we excluded the sentences that apptsar wi
both positive and negative classes ambiguously due to thigiloo-
tion of different queries. This resulted in exclusion of %-»f the
training data (in total there are 111 such examples for qtery
plate 15 and 147 for query template 16). Neither the exciusir
disambiguation of them (marking them consistently as pesir
negative) changed the classification performance significa

3.1. ASR Experiments

We then selected the subset of queries which have corrgmpestsi

in English audio documents. This gave us 8 queries (6 from tem
plate 16, 2 from template 15) with 179 snippets (3.3% of ailbsn
pets) in 77 documents in total. Including the negative sergs, we
ended up with 837 sentences, 3.8% of all the sentences.ugththe
sample size is not large enough, we checked the performditice o
classifier-based and keyword-spotting-based approadtireg both
manual transcriptions and ASR output.
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Fig. 3. Recall-Precision curves when using manual and automaticl4] “Automatic

transcriptions.

Figure 3 presents the recall and precision curves for thisAse
seen, there is no significant difference in the performandé&ating
the robustness of our method. Although the word error ratéhis
subset of documents is found to be 21%, the data-driven appiie
not affected significantly. Note that manual transcripgi@nequick
transcriptions and also include some noise, sucatesinstead of
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