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Abstract
We study the question of how intrinsic variations (associated
with the speaker rather than the recording environment) af-
fect text-independent speaker verification performance. Experi-
ments using the SRI-FRTIV corpus, which systematically varies
both vocal effort and speaking style, reveal that (1) “furtive”
speech poses a significant challenge; (2) conversations andin-
terviews, despite stylistic differences, are well matched; (3)
high-effort oration, in contrast to high-effort read speech, shares
characteristics with conversational and interview styles; and (4)
train/test pairings are generally symmetrical. Implications for
further work in the area are discussed.
Index Terms: speaker recognition, vocal effort, speaking
style, intrinsic variation, furtive speech, interview speech, read
speech, oration

1. Introduction
The bulk of the effort in the speaker recognition research
community, driven by NIST speaker recognition evaluations
(SREs), has been on coping with extrinsic variation. These are
factors outside of speech production, including choice of micro-
phone, distance from microphone, room acoustics, background
noise, and transmission channel. But a second, major source
of variability in real-life spoken data is intrinsic variation, i.e.,
variation that comes from the talker. Because such variabil-
ity increases mismatch between train and test samples from the
same talker, it can be expected to cause degradations in real-
world applications.

A limited number of studies have looked at the issue of in-
trinsic variation and recognition by humans or by machine, e.g.,
[1, 2, 3, 4, 5]. In general it is found that it is better to trainon
a variety of styles to improve performance, or to train a system
not to expect speech in the same style as used for background
data. A large data collection effort for the speaker verification
community is under way at the LDC [6], but the data has not
yet been studied in detail with respect to intrinsic variation.

We describe a new, controlled study on speaker verifica-
tion error rates based on the SRI-FRTIV (Five-way Recorded
Toastmaster Intrinsic Variation) corpus. The corpus contains
speech from subjects who participated in a variety of elicited
conditions that crossed level of vocal effort with speakingstyle.
Even in comparison with the larger corpus in [6], the present
study has some unique properties. First, we were interestedin
“furtive” or very low-effort (but not whispered) speech. Sec-
ond, we sought to study raised (or high) vocal effort associated
with projection over a distance, rather than over noise (as in
the Lombard effect). Third, we were interested in an “oration”

Table 1:Eight conditions within each session in the SRI-FRTIV
corpus. Each subject participated in 2 sessions (for a totalof 16
recordings per subject). Numbers indicate the temporal order
of conditions. “NA” indicates an unnatural condition.

Normal Low High
Effort Effort Effort

Interview ( 5 min.) 1 2 NA
Conversation ( 5 min.) 3 4 NA

Reading ( 2.5 min.) 5 6 7
Oration ( 5 min.) NA NA 8

condition, involving a speech intended to inform or influence
listeners. Finally, in order to focus on intrinsic variation, we
held constant the microphone and channel (in this case a tele-
phone recording), as well as the subject’s position in the room,
across all conditions.

1.1. Speech data

For the FRTIV corpus we collected data from 30 (15 male, 15
female) native speakers of North American English. Informal
experimentation indicated that while most speakers could pro-
duce and maintain a furtive level of effort, it was difficult for
subjects to speak at a high level of effort. Since we were partic-
ularly interested in speakers with the ability to speak at various
levels of vocal effort we recruited participants with experience
in public speaking. Local “Toastmaster” clubs, in which indi-
viduals meet to practice public speaking, provided the perfect
opportunity. Toastmasters had available prepared speeches that
could be used for the oration condition directly. Each partici-
pant was recorded at two different times, separated by an aver-
age of two to three weeks.

1.2. Data conditions

Each session included recordings in four different speaking
styles and at three levels of vocal effort, as shown in Table 1. It
was found in pilot experiments that interviews and phone con-
versations were highly unnatural at a high vocal effort, andthat
oration was unnatural at low and normal vocal efforts. Thus
those conditions were not recorded. Read speech was recorded
at all three vocal effort levels. The order of the resulting eight
conditions was chosen to obtain a natural progression of exper-
imenter involvement from strongest to weakest. That is, while
the experimenter initially prompted the participant to answer
concrete questions in condition 1, he was merely a passive au-
dience member in condition 8. Within each style, normal vocal
effort (when present) preceded other vocal effort levels.



Figure 1:Recording room (44 by 24 feet). The subject is posi-
tioned in the same location for all recordings.

Interviews were intended to be more “serious” and more
contextualized than those of the MIXER-5 collection [6]. To
this end, interview topics were designed to elicit spatial descrip-
tions, for example:

Interviewer : Describe what you see when you
walk in from the front door of your home.
Subject: You walk in with bay windows on both
sides. Then there’s a doorway into the den . . .

The interviewer in addition maintained a rapid pace in follow-
ing the subjects’ responses with further questions. To maintain
social distance between interviewer and subject, the interview
sessions preceded the casual conversations. To further differ-
entiate the two styles, subjects were asked to initiate the phone
conversations. Phone conversation topics were chosen by the
subject from a list that included movies, news media, holidays,
and health and fitness, in a flavor similar to topics in NIST data
collections. For example:

Subject: Hey did you see the news last night?
Experimenter: Uh, no, I don’t watch T.V.
Subject: No? They were talking about the effect
of the media on politics ...

Read speech was included because it was possible to obtain
at all three levels of effort, and because it also provides anes-
timate of automatic word recognition accuracy, for use in later
experiments. Subjects selected one of a total of six speeches
consisting of excerpts from John F. Kennedy’s addresses. The
same speech was read in all three speaking styles. For the ora-
tion, participants used two speeches already prepared as part of
their Toastmaster exercises.

In addition to the experimenter, a human “monitor” was
present to signal to the participants (visually) if their effort level
drifted away from the target level. The monitor also joined the
experimenter in playing the role of audience member for the
participants’ oration recordings. The second session was con-
ducted in exactly the same manner but with an entirely different
content. In addition to giving us more raw data, the two-session
collection protocol allows for studies of intersession variability,
a major issue in speaker recognition work.

1.3. Recording setup
An unusually large experiment room (44 by 24 feet; see Fig-
ure 1) was used. The room was acoustically isolated from the
surrounding environment, and was therefore very quiet, with a
sound pressure level (SPL) measured at 39.8 dB — lower than
a quiet office. The ceiling and walls were acoustically treated,
resulting in very low reverberation. Five microphones were
used to record the subject. The experimenter also wore a close-
talking microphone that served additionally as a telephone-like
input to the subject in the conversation condition (see below).
While we describe results only for telephone recordings in this
study, simultaneous recordings on all microphones, including
the telephone channel, were made for all conditions. As noted
in the introduction, this is an advantage of the FRTIV corpus,
which will be made available to the community in the future.
Thus for future reference, information on the full set of micro-
phones in the corpus is provided below.

A telephone channel was used to record the subject us-
ing two external ATT phone lines (to avoid the internal PBX).
The receiving line connected to a Comrex DH-20 digital tele-
phone hybrid, which converted the audio to line level. The tele-
phone sending line used a Plantronics P141N headset attached
to a head-mounted boom (the headphone was not used). For
the telephone condition, microphone inputs were sent “dry”to
the recorder, but the experimenter’s version was band-passfil-
tered to the subject’s headphones, to simulate telephone sound.
Note that only the subject’s speech, which was a true telephone
recording, was used in verification experiments. The subject
and experimenter each also wore a close-talking Sennheiser
HMD-410 microphone, a standard reference microphone for
many DARPA funded projects. Three Crown PZM-6D bound-
ary microphones were fixed on the table between the subject
and the experimenter, at various distances from the subject(see
Figure 1.) Signals were synchronized and digitized up front.
All six analog microphone signals were digitized by a Yamaha
O1V digital mixer. The mixer synchronized signals with a 48
kHz clock on the PC’s audio card, and digitized data was saved
on the PC. The mixer and PCI card communicated 8-channel
digital data via ADAT lightpipe.

2. Speaker Verification Experiments
A Gaussian mixture model (GMM) system was used to model
speaker-specific Mel cepstral (MFCC) features. The system is
based on the GMM-UBM model paradigm, in which a speaker
model is adapted from a universal background model (UBM)
[7]. Maximum a posteriori (MAP) adaptation was used to de-
rive a speaker model from the UBM. The GMM has 2048 Gaus-
sian components, and is described in detail in [8]. The cepstral
GMM system uses the standard telephone bandwidth (200-3300
Hz) and includes gender/handset normalization and utterance-
level mean and variance normalization. It also incorporates ses-
sion variability normalization [9] trained on NIST SRE04 data.
The UBM model was trained with a combination of Switch-
board and Fisher data.

We trained a speaker-specific GMM for each speaker in
each of the 8 conditions (task by vocal effort) described ear-
lier, and for each session, for a total of 16 different modelsper
speaker. We then tested each speaker model on the other con-
ditions (task by vocal effort by session combinations). In do-
ing so, we avoided any “same words” read conversations, i.e.,
the conversations that were read from the same reading mate-
rial within the same session. We also avoided conversations
with mismatched gender, since these were too easy for the sys-



Low EER 

High EER 

TRAIN ON  
EER (%) 

 Low Effort Normal Effort High Effort 

TEST ON Inter. Conv. Read Inter. Conv. Read Read Orat 

Inter. 3.72 5.83 4.38 8.33 11.88 10.83 13.33 13.33 

Conv. 5.83 6.67 5.18 7.50 8.33 8.33 14.02 10.83 
Low 
Effort 

Read 6.82 5.83 1.67 12.56 16.79 10.00 18.04 18.27 

Inter. 7.50 5.86 11.67 0.00 0.00 0.23 3.45 2.32 

Conv. 10.00 5.83 11.67 0.08 0.00 0.83 4.17 1.58 
Normal 
Effort 

Read 10.80 8.45 9.61 0.08 0.83 0.00 3.33 1.58 

Read 12.50 11.67 16.93 2.50 2.50 3.42 0.00 2.50 High 
Effort Orat. 15.09 10.00 16.67 1.67 1.67 0.95 2.50 0.00 

Figure 2:Speaker verification results by train/test condition. Higher EERs are indicated by darker shading. Low, Normal, High refer
to vocal effort level. Speaking styles are interview (Inter), conversation (Conv), reading (Read), and oration (Orat).
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Figure 3: EERs for mismatched conditions plotted against the
corresponding EER for the experiment in which train and test
data are reversed, indicating rough symmetry (with a few ex-
ceptions).

tem. The total number of impostor trials (107,520) was about
15 times greater than the number of target trials (6,840). Even
though we collected the data using many simultaneous chan-
nels, we report here only on the telephone-channel recordings.
To mimic NIST SRE conditions, and also to match our back-
ground model data, we limited the data length for each condi-
tion to 2.5 minutes.

3. Results and Discussion
Figure 2 shows speaker verification results in equal error rate
(EER) for all train/test combinations. To aid in visualization,
EERs are shaded according to their value; the higher the EER,
the darker the shading.

3.1. General observations
A useful first point to draw from Figure 2 is that the matrix is
roughly symmetrical. This can be better seen in Figure 3, in
which results are plotted for only the nondiagonal (i.e. mis-
matched) conditions. With a few exceptions, the EER from
training on one condition and testing on the other is similarto
that when the data sets are reversed, suggesting that it is the de-
gree of mismatch, rather than inherent properties of train and
test data, that contributes to error rates. We can thus simplify
discussion by referring to condition pairs representing both or-

derings of train and test sets. For example, “normal/low” will
refer to both “train on normal, test on low” and “train on low,
test on normal”.

A second general observation is that, as we had hoped,
“baseline” rates are very low (even 0.00%). The overall baseline
for the experiment can be considered the normal-conv/normal-
conv experiment, which corresponds most closely to the task
and level of effort in NIST SRE data. Baselines for other con-
ditions are the matched cases, along the diagonal. As shown,
all but the furtive matched conditions result in EERs of 0.00%.
The low rates are useful for our purposes in that our interestis
in degradations from these baselines as a function of the var-
ious experiment conditions. It is likely that the low rates are
made feasible by the quiet room, high-quality recordings, lack
of channel variation, and subjects (native English speakers, at-
tentive to task at hand). Overall this means that the degradations
seen here are, if anything, an underestimate of what one might
expect in real-world scenarios.

Baseline EERs for furtive matched conditions are lowest
for read speech and highest for conversations, suggesting that
interview speech lies somewhere in between the two in terms
of a subject’s internal consistency in matched furtive conditions
across different recordings.

3.2. Effect of vocal effort

Clearly, the largest effect on EER comes from our vocal effort
manipulation, and in particular from experiments that involve
furtive speech (in training, testing, or both). This is visible from
the diagonal, as noted above, in which matched cases in low-
effort speech fare worse than matched cases in normal- or high-
effort speech. The degradation is, as might be expected, even
more severe for experiments involving mismatch. The highest
error rates occur for experiments involving high- and low-effort
conditions. In addition to the greater degree of mismatch inef-
fort itself, another likely explanation for the large degradation
is that the background model is trained with normal vocal effort
data. The high vocal effort data is closer to the normal condition
than to the low vocal effort, which results in many true speak-
ers being classified as impostors. We verified this by plotting
the true speaker and impostor score distributions. As the vocal
effort mismatch increases, both score distributions shiftand the
overlap increases. The degree of overlap, however, is not sym-



metrical. The overlap of the true speaker distribution within the
impostor distriution is larger than the overlap of the impostor
distribution within the true speaker distribution.

We were impressed by how furtively our subjects spoke,
while avoiding whispering and while maintaining full engage-
ment with the experimenter in the relevant conditions. The com-
bination of a large and quiet room, maintenance of furtive level
by the experimenter’s own voice, and the human monitoring
apparently worked quite well in producing human-intelligible
recordings that are extremely challenging for an automaticsys-
tem. Based on analyses of the low-effort speech, a key issue
in improving performance of our system will be to modify the
speech/nonspeechsegmenter. The speech/nonspeechsegmenter
uses acoustic models trained with a large corpus of conversa-
tional data to extract regions of speech activity. Our system uses
the segmenter as a preprocess, and it was not tuned for such
low-energy speech. More generally for the design of systems
that can handle intrinsic variation, the issue of speech detection
needs to be addressed.

3.3. Effect of speaking style

One surprise in Figure 2 is the similarity of the interview and
conversational conditions. As noted earlier, we had attempted
to create interviews that had a serious tone and task, through the
behavior of the experimenter and the use of spatial descriptions.
Nevertheless, results in Figure 2, particularly for the normal ef-
fort level, suggest that the interview and conversation data are
in effect interchangeable in that mode (each produces no er-
rors when paired with the other). Figure 2 contains three addi-
tional 2-by-2 matrices comparing these two styles, namely for
train-low/test-low, train-low/test-normal, and train-normal/test-
low. Taken together, there seems to be no clear pattern to the
order of results within the 2-by-2s, suggesting that differences
may be random variation and that the two conditions are simply
close in style. Further research will investigate this possibility.

Further away in style from conversational and interview
speech (than those two are from each other) is read speech,
as shown in Figure 2. Overall, the mismatched conditions in-
volving read and conversational speech show higher error rates
than do the mismatched conditions involving read and interview
speech. This suggests that interviews are closer than are conver-
sations to a read speaking style.

A final interesting finding is that while high-effort read
speech is similar to oration (always high effort here), the two
are far from identical. As seen in the bottom right quadrant of
Figure 2, each matches itself better than the other. Furthermore,
a read style, while highly useful for identifying a speaker for
when level of effort is held constant between train and test,is
not so consistent when the level of effort is varied. As shown
in the three rows of cells directly above (and to the left of) the
bottom quadrant: oration is consistently better matched (in both
train-test and test-train) to all three styles (interview,conversa-
tion, and even read) at a normal level than is read speech at a
high level. Thus, speeches meant for a third party, or at least
those collected here from the Toastmaster subjects, probably
contain a broader range of the stylistic characteristics represent-
ing a speaker than does read speech. Putting it another way: the
speaker characteristics that come out in read speech dependon
level of effort. While this is also true for other styles, some of
the characteristics of a speaker’s conversational and interview
speech also seem to be present in their oration despite level-of-
effort differences.

4. Conclusions and Future Directions
We studied the effects of level of effort and speaking style
on speaker verification performance, using the newly collected
SRI-FRTIV corpus. Results of a cepstral GMM-UBM system
on an all-out pairing of train/test conditions revealed that vo-
cal effort level has a dramatic effect on results, with largest
degradations coming from conditions involving furtive speech.
Analysis suggests that it will be important to modify speech-
nonspeech segmentation in real applications. Speaking style
experiments showed similarities between conversationaland in-
terview speech, despite attempts to differentiate the two tasks.
An oration condition was somewhat similar to read speech at
a high level of effort, but better matched to normal-effort con-
versation, interview, and read speech than was read speech at a
high effort.

Intrinsic variation remains an important challenge for
speaker recognition systems, and efforts to understand howbest
to increase robustness of systems to such factors should become
a priority as further data resources for such studies become
available. In future work we plan to study results for different
speaker recognition systems (including those that use higher-
level features), analyze results for far-field microphones, and
investigate adaptation and compensation approaches for coping
with mismatched conditions.
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