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Abstract—We present a new modeling approach for speaker recognition that uses the MLLR adaptation transforms employed by a speech recognition system as features for support vector machine (SVM) speaker models. This approach is attractive because, unlike standard frame-based cepstral speaker recognition models, it normalizes for the choice of spoken words in text-independent speaker verification without data fragmentation. We discuss the basics of the MLLR-SVM approach, and show how it can be enhanced by combining transforms relative to multiple reference models, with excellent results on recent English NIST evaluation sets. We then show how the approach can be applied even if no full word-level recognition system is available, which allows its use on non-English data even without matching speech recognizers. Finally, we examine how two recently proposed algorithms for intersession variability compensation perform in conjunction with MLLR-SVM.

Index Terms—Speaker recognition, MLLR-SVM, intersession variability compensation.

I. INTRODUCTION

The dominant features used in current speaker recognition systems are cepstral features extracted over short time spans (a few tens of milliseconds) and modeled as an unordered set of independent samples. The modeling is typically carried out in terms of log-likelihood ratios of Gaussian mixture models (GMMs) [1], or discriminatively using support vector machines (SVMs) [2]. A fundamental problem with short-term cepstral modeling is that the overall cepstral distribution conflates speaker characteristics with other factors, principally channel properties and the choice of words spoken. Signal processing and feature-level normalization methods, such as feature mapping [3], can alleviate some of the channel effects, and score-level normalization techniques such as HNORM [1] and TNORM [4] partially compensate for both sources of extraneous variability. Phone-conditioned (see [5] for an overview) and word-specific [6], [7] cepstral models are a direct attempt to make models invariant to the choice of words (since words by and large determine the phone sequence). However, these approaches have the drawback of fragmenting the data and requiring sufficiently accurate speech recognition. Other work has tried to explicitly decompose cepstral variability by source and design filters that are optimized for the factors that are desirable for a given task (e.g., speaker versus speech recognition) [8]. Recently, feature- and model-based compensation techniques for all types of intersession variability (which includes channel and text-dependency effects) have been proposed in the form of factor analysis for GMMs [9], and nuisance attribute projection (NAP) [10] and within-class covariance normalization (WCCN) [11] for SVMs.

Although the speaker modeling approach proposed here is also based on cepstral features, it was motivated and enabled by our work on higher-level stylistic features, which typically require the use of large-vocabulary word recognition systems. Note that large-vocabulary conversational speech recognition systems have been proposed as components of speaker recognition systems predating the use of “higher-level” features and going back at least to [12]. Such systems use elaborate forms of adaptation to turn the speaker-independent recognition models into more accurate speaker-dependent models. Instead of modeling cepstral observations directly, we can model the “difference” between the speaker-dependent and the speaker-independent models. This difference is embodied by the coefficients of an affine transform of the Gaussian means in the recognition models. These transforms apply to models that are specific not only to phones, but to context-dependent phones (triphones). Thus, to the extent that the triphone-conditioned recognition models are independent of the choice of words, so are the speaker-specific transforms. Because the transforms themselves are shared among triphones (and to some extent also between phones), we avoid the problem of data fragmentation. We can thus represent the cepstral observations in a feature space of fixed, and relatively low, dimensionality. Furthermore, as we will show, the transform features lend themselves quite well to discriminative modeling with SVMs.

We would also like to point out the conceptual similarity of MLLR-SVMs to another recent proposal for speaker modeling, based on Gaussian supervectors [13]. Both approaches define SVM features by characterizing cepstral observations in terms of a model adaptation process. The key differences are in the underlying speech model used (triphone hidden Markov models (HMMs) versus GMMs) and the adaptation method employed (MLLR versus MAP (maximum a posteriori) adaptation). We believe that the primary virtues of the MLLR-SVM are its use of a more detailed speech model and the efficient
use of data through transforms that are shared among many Gaussians. The supervisor SVM, on the other hand, does not require a speech recognizer and is therefore less complex to implement and language-independent.

At a more general level, MLLR-SVMs share similarities with other SVM approaches based on Fisher kernels [14] and probabilistic distance kernels [15]. Both of these approaches are based on defining generative sequence models that are then used to induce kernel functions for SVM modeling; as such, they are conceptually similar to our MLLR-based approach, which is also based on a generative model (HMMs) of the classified data.

In this paper we lay out the principles of MLLR-SVM speaker recognition, discuss its implementation in the context of SRI’s speech and speaker recognition system, and give results on recent NIST speaker recognition evaluation data sets. We then show how our approach can be modified to require only a phone-based recognition model, making it applicable to languages for which no word-based recognition system is available.

Finally, we examine how intersession variability compensation with NAP and with WCCN compares when applied to MLLR features. We point out how both techniques may be viewed in a common framework, and explore a combination of both techniques. Results on NIST evaluation data show substantial gains on top of the basic MLLR-SVM approach.

II. MLLR-SVM SPEAKER RECOGNITION

A. Speaker verification framework

The specific speaker recognition task examined here is speaker verification, i.e., the detection of a known target speaker in a set of test samples, each of which comes either from the target speaker or from an unspecified (unlimited) set of impostor speakers. Each test sample is processed independently, without knowledge of the others. Following the NIST “extended data” SRE framework, both training and test samples consist of 5-minute-long recordings of one of the sides of a telephone conversation, thus providing about 2.5 minutes of speech on average [16]. Either 1 or 8 training conversation sides are provided for a given target speaker, implicitly defining a speaker model. For each model, several (target or impostor) test samples, each consisting of only one conversation side, are specified, are then given, each forming an independent trial. Results are reported as aggregates over a large number of models and trials.

The speaker verification paradigm we use is to define a discriminant function for each model. The value of the discriminant function on a test sample is positively correlated with the probability of the sample coming from the target speaker. Hence, the discriminant function value is compared to an empirically optimized threshold, and the sample is labeled a target sample if the threshold is exceeded.

The particular approach proposed here may be characterized by the following components: (a) the extraction of a (fixed-length) feature vector from a (variable-length) speech sample, which is accomplished via the speaker adaptation stage of speech recognizer, and (b) construction of a discriminant function embodied by an SVM. Most of the complexity, and all of the novelty, of our approach is in the feature extraction, while the SVM modeling approach is well-known and widely used in conjunction with a range of speaker features [2], [17], [18], [13]. In the following subsections we describe the processing steps required for feature extraction and modeling in their temporal order.

B. Speech recognition system

Our speech recognition system is a simplified, two-stage version of SRI’s conversational telephone speech (CTS) system, as originally developed for the 2003 DARPA Rich Transcription evaluation [19] and later modified for the NIST 2004 speaker recognition evaluation [18].1 The system is trained on Switchboard 1, some Switchboard 2, and CallHome English data, as well as Broadcast News and web data for the language model.

A speech-nonspeech HMM is used to detect regions of speech, which form the basis of all processing, including that of the cepstral baseline speaker verification systems described later. The recognizer next adapts a set of within-word triphone models based on a 39-dimensional feature vectors computed from Mel frequency cepstral coefficients (MFCCs), first-, second-, and third-order differences, voicing features, and heteroscedastic linear discriminant analysis (HLDA) [20]. This step uses a phone-loop model for unsupervised MLLR speaker adaptation, and a bigram language model (LM) for decoding, generating lattices that are then rescoring with a higher-order LM. The resulting hypotheses are used to adapt a second set of models, now consisting of cross-word triphones, based on perceptual linear prediction (PLP) acoustic features. The PLP front end uses first-, second-, and third-order differences, LDA, and a maximum likelihood linear transform (MLLT) [21] to yield another 39-dimensional feature vector. The second adaptation step uses more detailed transforms than the phone-loop adaptation step, as described in detail later. Both the MFCC and the PLP cepstrum are processed by vocal-tract-length normalization (VTLN) using the method of [22], and normalized for mean and variance at the conversation side level. In addition, the PLP models also use constrained MLLR [23] on training and test data (speaker-adaptive training, or SAT) [24] for feature-level normalization. While VTLN and SAT could potentially detract from speaker discrimination via MLLR transforms as it renders different speakers more alike, we initially left these components of the recognition system unchanged for expediency, and later verified that they did not, in fact, degrade speaker recognition performance.

The recognition system then performs additional decoding and rescoring passes to arrive at its final word hypotheses, but these steps are irrelevant for the MLLR-SVM system since only the hypotheses from the first pass are used for MLLR. This system has a final word error rate (WER) of about 21% on Fisher CTS data; the MLLR adaptation hypotheses have a

1The system is also somewhat outdated as is does not make use of all the latest available training data and modeling techniques, but was kept unchanged from prior years for expediency.
WER of about 29%.2 The whole system runs in about 3 times real time on 3.4 GHz Intel Xeon processor.

C. Speaker adaptation transforms

In maximum likelihood linear regression (MLLR) [25], [26], an affine transform \((A, b)\) is applied to the Gaussian mean vectors to map from speaker-independent \((\mu)\) to speaker-dependent \((\mu')\) means:

\[
\mu' = A\mu + b
\]

where \(A\) is a full matrix and \(b\) a vector. In unsupervised adaptation mode, the transform parameters (coefficients) are estimated so as to maximize the likelihood of the recognized speech under a preliminary recognition hypothesis. The parameters \(A\) and \(b\) are shared among all speech models, making the estimation robust to small amounts of adaptation data. For a more detailed adaptation, the set of phone models can be partitioned or clustered by similarity, and a separate transform is applied to each cluster.

In our system, MLLR is applied in both recognition passes. The first pass is based on a phone-loop model as reference, and uses three transforms, for nonspeech, obstruent, and nonobstruent phones, respectively. The second decoding pass uses a more detailed MLLR scheme, based on word references generated by the first pass, and nine different transforms corresponding to phone classes for nonspeech, voiced/unvoiced stops, voiced/unvoiced fricatives, high/low vowels, retroflex phones, and nasals. Figure 1 depicts the regression class tree used by the two MLLR stages, with each tree node corresponding to a phone class with associated transform. If not enough adaptation data (200 frames) is available to a certain class for a given speaker, the MLLR algorithm backs off to the nearest parent class that does have the required amount of data and uses the transform for that parent class.

It should be noted that none of the parameters of the recognition system, including the number of MLLR phone classes and the minimum number of frames, where optimized in the context of the speaker verification system. Rather, these parameters had been previously optimized for word recognition accuracy, on independent test sets. This was done for expediency and to avoid having to run two separate recognition systems for MLLR-SVM and other speaker recognition models [27]. However, we did make a post-hoc attempt to improve MLLR-SVM performance by defining alternate MLLR regression classes and varying the number of classes. Significantly, we were not able to achieve improvements over the originally defined 8 regression classes depicted in Figure 1.

Also, as described in Section II-B, in the second recognition pass, a single feature-level transform is used to effect speaker-adaptive training (SAT) [24]. In preliminary work [28] we found that these transforms are helpful in normalizing out corpus and channel differences, and lead to suboptimal results when used for speaker modeling in the MLLR-SVM framework.

D. Feature extraction and SVM modeling

The coefficients from one or more adaptation transforms are concatenated into a single feature vector and modeled using support vector machines. The data used is from conversational telephone speech, and each conversation side is processed as a unit by the speech recognition system. Consequently, each conversation side produces a single set of adaptation transforms pertaining to the same speaker, and hence a single feature vector. Since our acoustic features (after dimensionality reduction with HLDA or LDA/MLLT) contain 39 components, the number of SVM feature components will equal the number of transforms \(40\). The transform for nonspeech (pause) models is left out of the feature vector, since it cannot be expected to help in speaker recognition. Note that due to the backing-off scheme used in transform estimation, some of the component values of the final feature vector might be tied (i.e., duplicated) for speakers with small amounts of data.

An SVM is trained for each target speaker using the feature vectors from a background training set as negative examples (of which there are many, typically in the thousands), and the target speaker training data as positive examples (of which there are few, 1 or 8 in our framework). Throughout, a linear inner-product kernel function was used for SVM training. Our implementation is based on a modified version of the SVMlight software [29].

E. Feature normalization

Prior to SVM training or testing, features need to be normalized to equate their dynamic ranges. To this end, we apply rank normalization, replacing each feature value by its rank among all the background data samples on a given dimension, and then scaling ranks to a value between 0 and 1. Rank normalization not only scales the feature distribution to a fixed interval, it also warps the distribution to be approximately uniform. This has the intuitive effect that the distance between two datapoints (along a single dimension) becomes proportional to the percentage of the population that lies between them.
An alternative to feature normalization is to optimize the kernel function explicitly for minimal classification error. This can be done, for example, by applying scaling factors to subfeature-vectors [30]; however, we have not used this technique here since it is computationally expensive. The WCCN intersession variability compensation method investigated in Section III can be derived as an optimization of the SVM kernel to minimize an upper bound on classification error [11]. In practice it seems to work best to apply these kernel optimization methods in addition to (i.e., after) rank normalization has been applied.

F. Multiple MLLR reference models

MLLR transforms are computed relative to a reference model representing the “average” speaker. An ASR system might use different recognition models for different speakers, e.g., depending on gender differences and domain differences (noise conditions, genre of speech, etc.). For speaker recognition purposes it is important to compute all MLLR transform features using the same reference model to ensure comparability. However, the availability of different recognition models raises the possibility of expanding the feature space by computing MLLR transforms relative to an array of reference models and concatenating the resulting feature vectors into a “supervector”.

In general the different recognition models are not just linear transforms of each other. Therefore we can expect the corresponding sets of MLLR features to afford different, not entirely redundant “views” of the observation space, and the resulting combined feature vector to yield higher accuracy.

We explored this option by processing all speakers with both male and female gender-dependent recognition models used in our recognition system. The recognition hypotheses were always computed using the most likely gender assignment, but gender-dependent adaptation steps (including vocal-tract length normalization and MLLR) were computed separately for each gender. We informally refer to the resulting features as “male” and “female” transforms.

G. Baseline systems

In evaluating MLLR-feature-based speaker recognition systems, we compared results to two state-of-the-art cepstral feature systems. The first baseline system is a Gaussian mixture model (GMM) with universal background model (UBM) [1], based on 13 MFCCs (without C0) and first-, second-, and third-order difference features. The features are mean-subtracted and modeled by 2048 mixture components. Gender-handset models are adapted from this model and used for feature transformation [3]. The final features are mean and variance normalized at the utterance level. The detection score is the target/UBM likelihood ratio after TNORM [4].

The second baseline system is also based on MFCCs (with first- and second-order differences), followed by the same feature transformation and normalization steps. The final features are then modeled with SVMs utilizing the polynomial sequence kernel proposed by [2], with some recently developed enhancements [31]. Principal component analysis is performed on the polynomial feature space, and the features are projected onto the subspace spanned by the background speaker set, as well as its orthogonal complement (there are more feature dimensions than background speakers). This process is then carried out twice, for two different feature normalization variants, and four separate SVM models are trained. The overall system score is the sum of the four SVM scores, after TNORM.

H. Datasets

We tested our baseline and MLLR-based systems on four databases: a subset of the NIST SRE-03 (Switchboard-II phase 2 and 3) data set, a selection of Fisher collection conversations, and the NIST SRE-04, SRE-05 and SRE-06 data sets. For all but Fisher, two data sets were available, for training on 1 and 8 conversation sides, respectively. The NIST SRE-04, SRE-05, and SRE-06 data sets were drawn from the Mixer data collection [16], which included telephone conversations in English as well as other languages. Since our method relies on a speech recognizer for English, we report on trials that involve only English conversations. For SRE-05 and SRE-06 we chose the primary evaluation (Common Condition) subset, which is likewise English-only. Table I summarizes the statistics of these data sets. Note that the Switchboard-II trials were a subset of those used in the NIST SRE-03 evaluation, but had difficulty comparable to the full evaluation set, as measured by the performance of our baseline system.

The background training set consisted of 1553 conversation sides from Switchboard-II and Fisher that did not occur in (and did not share speakers with) any of the test sets, and that had duplicate speakers removed.

For all SRE sets, the evaluation is performed with 2.5 minutes of training data and another 2.5 minutes of testing data, on average, since each data point is obtained from one of the sides of a 5-minute-long conversation. However, Fisher conversations used as part of the background set were about 10 minutes long, and therefore had about 5 minutes of speech per speaker.

All data was processed identically by SRI’s speech recognition system as described in Section II-B. Note that none of the test or background data had been used in training or tuning of the recognition system.

In addition to feature-level normalization, we performed TNORM score-level normalization [4] in all experiments and for all systems, using speaker models drawn from a separate Fisher data set.

Systems were optimized using the Fisher and SRE-04 data sets, and we give results on these to illustrate certain contrasts that guided our development. Final systems are then tested on all data sets.

I. Results

Table II summarizes development results for the 8 MLLR transforms obtained in the second recognition pass, in terms of both minimum detection cost function (DCF) and equal error rate (EER).

\[ DCF = \frac{1}{2} (fa + miss) \]

\[ fa = 1, miss = 10 \]

\[ EER = \frac{fa}{fa + miss} \]

\[ fa = 1, miss = 10 \]
The three rows of results correspond to MLLR-SVM systems using male, female, and concatenated male+female transforms, respectively. The feature dimensionality was \( 39 \times 40 \times 8 = 12480 \) for the single-gender systems, and \( 24960 \) for the combined system. Male and female transforms give approximately equal results. Combining the two sets of transforms yields a substantial gain: EERs on SRE-04 are reduced by an additional 12% to 21% relative, and DCFs by 2% to 20%.

Next we examine results in comparison to our baselines. The top part of Table III gives complete results for the cepstral GMM and SVM systems, as well as for the MLLR system using 8+8 (male+female) transforms. We observe that the results across all data sets are quite consistent, and, in particular, SRE-05 results are very similar to those on SRE-04. The cepstral GMM is competitive with the cepstral SVM in the 1-side training condition, but falls significantly behind the two SVM systems in the 8-side condition.

The bottom part of Table III shows results with combinations of the two MFCC baseline systems with the MLLR-SVM systems, using a neural network for combining the system output scores. The combiner is trained to minimize DCF on the SRE-04 data sets. Figures 2 and 3 plot the detection error tradeoffs for the two baselines, the 8+8 MLLR-SVM system, as well as for the three-way combined system.

As shown in the bottom part of the table, combining the 8+8-transform MLLR-SVM system with one of the cepstral systems generally yields sizable improvements over the MLLR-SVM system by itself. By contrast, a combination of the two baseline systems yields a much smaller error reduction over the individual baselines, showing that system combination per se is not sufficient to obtain good results, and that the MLLR-SVM system contributes information that complements the baselines. A three-way combination does, however, improve over the best two-way system in DCF (for which the combiner was optimized). The two-way combination of cepstral SVM and MLLR-SVM had the best EER, yielding 24% (for 1-side training) and 12% (for 8-side training) relative EER reduction over the MLLR-SVM system by itself.

### J. MLLR-SVM without word recognition

We investigated using the less-detailed MLLR transforms from the first recognition stage of our ASR system. Since no prior recognition hypotheses are available at this stage, the MLLR algorithm maximizes the data likelihood using a loop over all phones, with context-independent (monophone) acoustic models. This also makes for a less-detailed modeling of the speech, but has the advantage of simplicity and speed. As with the stage-2, 8-transform MLLR-SVM system, we concatenated male and female transforms for best results.

Table III shows results of the GMM baseline, the 2+2 MLLR-SVM system, and a neural-network combination of the two. Interestingly, the 2+2-transform MLLR-SVM system is competitive with the MFCC GMM system, and beats it in the 8-side condition. The bottom row in Table III shows that even the 2+2-transform MLLR-SVM systems can boost the accuracy of a GMM baseline system significantly when combined with the latter. This might be of interest if full word recognition is not an option, as transforms here are computed using only a simple phone-loop decoding pass.

We also tried combining the 2+2 MLLR-SVM system with the 8+8 system, but found no additional gains. Consequently, the step-2 MLLR-SVM system with 8+8 transforms is the system of choice for now, assuming a full recognizer can be run. The step-1 MLLR system is still of interest, for example, when a full recognizer is too costly to run, or for mixed-language speaker verification.

To validate the phone-loop MLLR-SVM system for non-English use, we applied it to an Arabic speaker recognition task. A test set was constructed from the Arabic-language conversations contained in the NIST SRE-04 and SRE-05 (Mixer) evaluation sets, comprising 594 target trials and 5940 impostor trials. For background training data we used a collection of 1153 conversation sides compiled from the LDC’s CallHome Egyptian Colloquial Arabic and Levantine Conversational Arabic corpora, as well as otherwise unused Arabic Mixer conversations. The phone-loop MLLR-SVM system (with combined male and female transforms) obtained an EER of 8.41% on this test set, which compared favorably to an EER of 9.09% for a cepstral GMM system trained on the same data. Note that the MLLR-SVM was based on English phone models, whereas the cepstral GMM has no language dependencies.
### TABLE III

Speaker verification results using baseline, MLLR-SVM, and combined systems. The top value in each cell is the EER, below it the minimum DCF value appears in normal font. For SRE-05, the actual DCF values using thresholds optimized on SRE-04 are shown in **boldface**. The MLLR-SVM system uses 8+8 transforms (same as last row in Table II). The last row represents a three-way combined system.

<table>
<thead>
<tr>
<th></th>
<th>SWB-II</th>
<th>Fisher</th>
<th>SRE-04</th>
<th>SRE-05</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>1-side</td>
<td>8-side</td>
<td>1-side</td>
<td>1-side</td>
</tr>
<tr>
<td>MFCC GMM</td>
<td>4.63</td>
<td>.17857</td>
<td>.08353</td>
<td>4.57</td>
</tr>
<tr>
<td>MFCC SVM</td>
<td>4.38</td>
<td>.15610</td>
<td>.04470</td>
<td>4.31</td>
</tr>
<tr>
<td>MLLR (8+8) SVM</td>
<td>3.90</td>
<td>.10759</td>
<td>.02419</td>
<td>2.85</td>
</tr>
<tr>
<td>MFCC GMM + MFCC SVM</td>
<td>3.77</td>
<td>.21479</td>
<td>.10270</td>
<td>2.82</td>
</tr>
<tr>
<td>MLLR (8+8) SVM + MLLR (8+8) SVM</td>
<td>4.84</td>
<td>.15202</td>
<td>.07086</td>
<td>4.52</td>
</tr>
<tr>
<td>MLLR (8+8) SVM + MLLR (8+8) SVM</td>
<td>4.61</td>
<td>.15038</td>
<td>.06332</td>
<td>4.61</td>
</tr>
</tbody>
</table>

### TABLE IV

Speaker verification results using baseline system and MLLR-SVM based on 2+2 transforms from first recognition pass. The top value in each cell is the EER, below it the minimum DCF value appears in normal font. For SRE-05, the actual DCF values using thresholds optimized on SRE-04 are shown in **boldface**.

<table>
<thead>
<tr>
<th></th>
<th>SWB-II</th>
<th>Fisher</th>
<th>SRE-04</th>
<th>SRE-05</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>1-side</td>
<td>8-side</td>
<td>1-side</td>
<td>1-side</td>
</tr>
<tr>
<td>MFCC GMM</td>
<td>4.63</td>
<td>.17857</td>
<td>.08353</td>
<td>4.57</td>
</tr>
<tr>
<td>MLLR (2+2) SVM</td>
<td>4.72</td>
<td>.18130</td>
<td>.06387</td>
<td>2.95</td>
</tr>
<tr>
<td>MFCC GMM + MLLR (2+2) SVM</td>
<td>6.38</td>
<td>.23205</td>
<td>.13176</td>
<td>6.38</td>
</tr>
</tbody>
</table>

III. SESSION VARIABILITY NORMALIZATION

#### A. Background

Kenny [9], [32] showed that intersession variability (ISV) is an important source of mismatch in speaker recognition. ISV is the (averaged) variation between different conversations by the same speaker, and thus subsumes variation due to channel, speaker (e.g., emotional) state, speaking style, and phonetic content. Kenny proposed a factor analysis model, and other researchers have confirmed its effectiveness for GMM-based systems [33].

In parallel, researchers have developed methods for ISV modeling within the SVM framework. NAP was originally shown effective on cepstral SVM systems [34], [10] whereas WCCN was validated on a version of our MLLR-SVM system [11]. WCCN is theoretically more sound, but also computationally more cumbersome. Here, we aim to give a theoretical and empirical side-by-side comparison of the two techniques.

It is important to note some key properties of the eigenanalysis performed for both WCCN and NAP. The dimensionality of MLLR features ($T$) is around 20k, and the number of conversations ($M$) available for computing the within-speaker covariance matrix is around 3k to 6k. It is computationally impossible to perform an eigenanalysis of a $T \times T$ covariance matrix, which itself is an ill-conditioned matrix and has only $M − 1$ nonzero eigenvalues. Therefore, a kernel trick is used [35]. The eigenanalysis is performed with an $M \times M$ covariance matrix in the conversation space, and the eigenvectors are transformed back to the original feature space.

#### B. Within-class covariance normalization

It is convenient to describe WCCN first and subsequently interpret NAP as a simplified WCCN. Hatch et al. [11] proposed the WCCN approach and showed significant improvements on SRE-04 and SRE-05 data. Figure 4 depicts how the ISV is computed (“Analysis”) and how the result is used for normalization (“Application”). Note that this is only a brief overview of WCCN; for more a detailed explanation and derivation see [11].
In the analysis part, the MLLR features on the ISV data set are normalized by within-speaker variance (WSV), to ensure the proper conditioning of the within-speaker covariance matrix (WSCM) estimated in the next step. Eigenanalysis is performed on this covariance matrix and a set of eigenvectors \(E\) is computed using the kernel method. WSV-normalized features are projected onto these eigenvectors and the within-speaker variance is again computed in the transformed space (WSV).

During the application, the features are first normalized with WSV and projected onto \(E\). The projections \(V_1\) have dimensionality \(M\). Using the projections, a complement feature vector \(V_2\) is created by subtracting the reconstructed feature vector in \(E\) space from the original feature vector. This vector has dimensionality \(T\). \(V_1\) is normalized by a function of WSV. 

\[
f(WSV_1) = \alpha - (1 - \alpha) \sqrt{WSV_1}
\]

and \(V_2\) is weighted by a scalar \(\beta\). Finally, the weighted \(V_1\) and \(V_2\) are concatenated to form a single \(M + T\)-dimensional feature vector. The scalars \(\alpha\) and \(\beta\) are chosen on a development set.

C. Nuisance attribute projection

NAP as proposed by Solomonoff et al. [34] is based on principal component analysis and local linear embedding. The assumption is that unwanted variability can be sufficiently estimated in a high-dimensional feature space using second order statistics (the covariance matrix). Further, it is assumed that this variability lies in a lower-dimensional subspace spanned by the eigenvectors of the covariance matrix. Thus, one way to suppress the variability is to estimate this lower-dimensional subspace and remove it. Solomonoff et al. [10] have studied this approach extensively with many different ways of obtaining the covariance matrix. Recently, Burget et al. [36] adopted NAP and applied it to SVMs based on GMM-supervector and MLLR features.

Figure 5 shows the analysis and application of NAP with a WCCN-like template to highlight the similarities between the two approaches. The analysis involves simply computing the WSCM and computing its eigenvectors. As mentioned earlier, the first \(N\) eigenvectors are ignored and the feature vector is reconstructed in the original feature space. \(N\) is chosen so as to optimize performance on the development set.

D. Comparison of WCCN and NAP

Apart from the WSV normalization for WCCN, the two techniques differ mainly in how the different eigenvectors are...
Fig. 4. Block diagram for WCCN processing.

Fig. 5. Block diagram for NAP processing.

Weighted. Since the total number of eigenvectors is $T$, we can partition the eigenbasis $E_T$ such that

$$E = E_T = [E_M, E_{M-T}]$$

where $E_M$ are the leading nonzero eigenvectors and $E_{M-T}$ are the eigenvectors corresponding to the zero eigenvalues. For practical purposes, $E_{M-T}$ are not computed explicitly but as

$$xE_{M-T} = x(I - E_M E_M^T) = xE_M^*$$

where $x$ is the MLLR feature vector.

A generic framework for generating new features can be defined as

$$x' = [f_M x E_M, C x E_M^*]$$

where $f_M$ is a function that generates weightings for $M$ eigenvectors and $C$ is a constant used to weight the complement. With $f_M = f_{WSV}$, the features correspond to WCCN features. With $M = N$, $f_N = 0$ and $C = 1$, we obtain NAP
features. With $f_M = C_1$ and $C = C_2$, as two constants, we obtain features proposed by [31], which we will revisit in Section III-G.

### E. Data issues

To estimate intersession variability a corpus of speakers with multiple conversations (sessions) per speaker is required. Thus, we selected speakers with at least eight conversations as our “ISV data set”. SRE-03 (Switchboard-II) data has about 625 such speakers, and SRE-04 (Mixer) data has about 310 such speakers. We used two sets of negative training samples (background speakers) for SVM training, so as to be compatible with previous results: the Switchboard+Fisher set used so far and described in Section II-H, and a new background set comprising all English SRE-04 speakers. This also allowed us to investigate the effect of mismatch between background and test data. Data from SRE-05 and SRE-06 were reserved for evaluation, with the former used to tune the parameters for each method, and the latter used to test generalization.

### F. Results

We estimate WCCN parameters ($\alpha$ and $\beta$) and NAP parameters ($N$) on SRE-05 and apply the parameters to SRE-06. To reduce computational demands and keep the analyses from becoming very complex, results in this section do not make use of TNORM score normalization, and are given for the 1-side training condition only. We found that TNORM has only minimal or no benefit for the MLLR-SVM after ISV compensation.

Table V shows the WCCN results for different conditions. Note that SRE-05 shows optimal results using this technique since it was used to optimize the free parameters, while SRE-06 results are an indication of how the technique generalizes to new data. We observe that WCCN consistently gives 13% to 17% improvement over the baseline (row N/A) on SRE-05 data. The best performance is obtained using Switchboard data.

Table VI shows the results using NAP on different data sets. The configuration for the best performance on SRE-05 actually gives the worst performance on SRE-06. In addition, the results show a strong dependence on the choice of background data, such that significant improvements are obtained with SRE-04 data over Switchboard+Fisher data. The best performance on SRE-06 is obtained using SRE-04 data for background speakers and for the WSCM. The free parameters as optimized for SRE-05 test data and SRE-04 background and ISV data were $\alpha = 0.275$ and $\beta = 0.7$. Values optimized for other background and ISV data sets were within 20% of these settings.

Table VII shows the results using NAP on different data sets for background speakers and SRE-04 for estimating WSCM. However, the trend is different on SRE-06 data. The configuration for the best performance on SRE-05 does not generalize to SRE-06. In addition, the results show a strong dependence on the choice of background data, such that significant improvements are obtained with SRE-04 data over Switchboard+Fisher data. The best performance on SRE-06 is obtained using SRE-04 data for background speakers and for the WSCM. The free parameters as optimized for SRE-05 test data and SRE-04 background and ISV data were $\alpha = 0.275$ and $\beta = 0.7$. Values optimized for other background and ISV data sets were within 20% of these settings.

We analyze the results further by dividing the performance of WCCN features into those coming from normalized projections on $E$ (referred to as $V_1$) and then appending these to the weighted reconstructed vector obtained from $E^*$ (referred to as $V_2$). Table VI shows the results corresponding to the results shown in the third and sixth rows of Table V (best performance on SRE-05 and SRE-06). It also shows the best possible cheating performance obtained with parameters chosen on SRE-06 data (last column, in parentheses). The results show that $V_1$ performs better than the baseline on SRE-05 and the performance is further improved by adding $V_2$. However, the performance of $V_1$ does not generalize to SRE-06, especially when Switchboard and Fisher data is used to model background speakers. We hypothesize that the lack of generalization is due to differences in the data collections for SRE-04 and SRE-06, e.g., the fact that SRE-04 consists mostly of native speakers, whereas SRE-06 has a significant proportion of nonnative speakers. Further experimentation is needed to test and refine this hypothesis.

Table VII shows the results using NAP on different data sets for background speakers and for estimating WSCM. Note that the results for the N/A row are slightly different from Table V.
because of implementation differences.5

The numbers in parentheses in the last rows of Table V and Table VII show the cheating performance on SRE-06, using optimal parameters for that data set. These results show a different trend. NAP gives better improvement on SRE-06 than on SRE-05. In addition, NAP seems to be more sensitive to the choice of data for WSCM than to the choice of data for background speakers. The best performance for NAP on SRE-05 is obtained with the SWB+Fisher/SRE-04 configuration for background and ISV estimation, respectively, but the best performance on SRE-06 is obtained with SRE-04/SRE-04.

Comparison of WCCN and NAP results shows a difference in the best configurations for SRE-05 and SRE-06. It shows the importance of matched setups and that the worst-case mismatch in the configuration gives only a small improvement in performance. The comparison also shows the dependence of these techniques on choice of background corpus and data used for WSCM. Comparison of the cheating performance shows that WCCN suffers more from over-training than NAP. This is not surprising as the former uses more parameters. However, the best performance for both methods is obtained with the SRE-04/SRE-04 configuration, where both methods give comparable results.

G. Combining NAP with WCCN

We can explore simple combinations of NAP and WCCN. The idiosyncrasies of these approaches are as follows: NAP uses a very simple, binary weighting for the eigenvectors. WCCN models the subspace spanned by the eigenvectors corresponding to nonzero eigenvalues separately, and uses a complex weighting for the eigenvectors. Separating the subspaces is based on previous work [31], where it was shown that, for cepstral features, it is advantageous to model these subspaces separately. However, the weighting proposed in [31] was simpler than the one used in WCCN (cf. the discussion in Section III-D).

Two combinations of NAP and WCCN were devised, as follows:

1) NAP→WCCN: Obtain the best NAP result, separate the subspaces as WCCN (ignore leading $N$ eigenvectors) and apply simple weights as suggested in [31].

2) WCCN→NAP: Obtain the best WCCN result and modify the weighting so the first few eigenvectors are set to zero.

Preliminary experiments with these combinations do not show a significant improvement over the best NAP and WCCN results, but they do show interesting trends. In the NAP→WCCN combination, the results show that separating the spaces does not give any advantage over combining them. It also shows the same trend as WCCN results whereby the performance of the features that are projections onto the eigenvectors ($V_1$) does not generalize from SRE-05 to SRE-06. In the WCCN→NAP combination, the results do not change significantly if the weights of the leading eigenvectors are set to zero. This shows that the proposed weighting scheme is optimal in the given setup. However, there is a potential for pursuing different functional forms (e.g., sigmoid) for more compact and generic weightings.

H. Comparison with other cepstral systems

It is informative to compare the effectiveness of intersession variability compensation on the MLLR-SVM system with that on comparable cepstral speaker verification approaches. For this purpose we assembled two baseline systems. The first is a cepstral GMM-UBM as described in Section II-G, but without TNORM. Session variability compensation on this system was performed using factor analysis [9]. The second baseline was a Gaussian supervector system based on the cepstral GMM, following the approach of [13]. For this system, as for the MLLR-SVM, NAP was used for intersession variability compensation. The number of nuisance dimensions was optimized on SRE-05 data, and was set at 128 for the cepstral GMM and supervector systems, 15 for the MLLR-SVM (1-side) system, and 16 for the MLLR-SVM (8-side) system. Background and ISV statistics were derived from SRE-04 data. Results on SRE-06 data are summarized in Table VIII.

The results show that all three systems benefit significantly from intersession variability modeling, and that the improvement is inversely related to the performance before compensation (poorer systems improve more). The fact that the cepstral baseline systems improve more by ISV compensation correlates with their larger optimal number of nuisance dimensions, which in turn reflects the fact that the MLLR-SVM, by its design, is less affected by some of the factors contributing to ISV, such as phonetic content. However, even after ISV compensation, the MLLR-SVM system has an advantage over the other two cepstral systems. For 1-side training, the supervector system has second-best performance, whereas for

---

3 In Table V, the results are obtained by running the baseline system without WCCN. In Table VII, the results are obtained by removing zero eigenvectors (default case for NAP). As a part of the NAP procedure, the global mean is subtracted from the original features for this default case, which leads to small numerical differences in features and scores. However, the difference between the two N/A results is not significant at the 95% confidence level. The purpose of showing a different result for NAP is to validate the experimental procedure by verifying that the default case gives essentially the same result as the baseline.

---

**TABLE VII**

NAP results (N/A indicates baseline results without NAP). Numbers in bold show the best performance on each test set. Numbers in parentheses in the last row show results if parameters are tuned on SRE-06 instead of on SRE-05.

<table>
<thead>
<tr>
<th>Background data</th>
<th>ISV data</th>
<th>SRE-05</th>
<th>SRE-06</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWB+Fisher</td>
<td>N/A</td>
<td>5.906</td>
<td>5.671</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>.190</td>
<td>.225</td>
</tr>
<tr>
<td>SRE-03</td>
<td>5.909</td>
<td>.169</td>
<td>.206</td>
</tr>
<tr>
<td>SRE-04</td>
<td>5.745</td>
<td>.158</td>
<td>.197</td>
</tr>
<tr>
<td>SRE-03</td>
<td>6.359</td>
<td>.199</td>
<td>0.170</td>
</tr>
<tr>
<td>SRE-04</td>
<td>5.744</td>
<td>.171</td>
<td>.179</td>
</tr>
<tr>
<td>SRE-04</td>
<td>5.664</td>
<td>.163</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>(3.567)</td>
<td>(0.167)</td>
<td></td>
</tr>
</tbody>
</table>

4 In Table V, the results are obtained by running the baseline system without WCCN. In Table VII, the results are obtained by removing zero eigenvectors (default case for NAP). As a part of the NAP procedure, the global mean is subtracted from the original features for this default case, which leads to small numerical differences in features and scores. However, the difference between the two N/A results is not significant at the 95% confidence level. The purpose of showing a different result for NAP is to validate the experimental procedure by verifying that the default case gives essentially the same result as the baseline.
TABLE VIII
Speaker verification performance of three systems with and without intersession variability compensation. The MLLR-SVM (1-side) results correspond to last column of the forth and sixth rows of Table VII.

<table>
<thead>
<tr>
<th></th>
<th>SRE-06 1-side</th>
<th>SRE-06 8-side</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W/o ISV</td>
<td>With ISV</td>
</tr>
<tr>
<td>Cepstral GMM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRE-05</td>
<td>6.700</td>
<td>.276</td>
</tr>
<tr>
<td></td>
<td>.267</td>
<td>.216</td>
</tr>
<tr>
<td>Supervector SVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRE-05</td>
<td>5.555</td>
<td>.255</td>
</tr>
<tr>
<td></td>
<td>.245</td>
<td>.200</td>
</tr>
<tr>
<td>MLLR-SVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRE-05</td>
<td>4.312</td>
<td>.197</td>
</tr>
<tr>
<td></td>
<td>.197</td>
<td>.170</td>
</tr>
</tbody>
</table>

8-side training the cepstral GMM is a close second to the MLLR-SVM.

IV. CONCLUSION

We have proposed a speaker recognition approach based on SVM modeling of the speaker adaptation transforms found in modern speech recognition systems. By combining MLLR transforms for multiple recognition models and phone classes we obtain a system that rivals or exceeds the accuracy of state-of-art speaker verification with frame-cepstrum-based features and GMM or SVM modeling. Furthermore, the MLLR system gives additional gains in combination with cepstral systems. A variant of this approach can be used with a phone-loop recognition model, without word recognition, yielding a method that has low computational overhead, is easily ported to many languages, and still yields high-accuracy speaker recognition, as we have shown on both English and Arabic speaker verification tasks.

Further, we compared two techniques for compensating for intersession variability (WCCN and NAP) as applied to our MLLR-SVM system. Both techniques model intersession variability as a within-speaker covariance matrix and weight the resulting eigenvectors to minimize the variability. The results show that NAP is more sensitive to the choice of data for obtaining covariance statistics, and WCCN is more sensitive to the choice of the background set. WCCN gives the best performance on SRE-05 (the tuning set) but does not generalize as well to SRE-06 as NAP. Although WCCN requires more parameters and has generalization issues, it still performs comparably to NAP under the best configuration. Furthermore, we have explored combinations of these two techniques. Our preliminary results show limited gains, but there is a potential for using a functional form for the weightings of eigenvectors that will be more compact and more general.

In summary, the combination of MLLR-SVM modeling and session variability normalization yields speaker verification performance that is comparable to the best reported results on NIST evaluation data.
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