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Abstract. We developed measures relating feature vector distributions
to speaker recognition (SR) performances for performance prediction and
potential arbitrary data selection for SR. We examined the measures of
mutual information, kurtosis, correlation, and measures pertaining to
intra- and inter-speaker variability. We applied the measures on feature
vectors of phones to determine which measures gave good SR perfor-
mance prediction of phones standalone and in combination. We found
that mutual information had an -83.5% correlation with the Equal Er-
ror Rates (EERs) of each phone. Also, Pearson’s correlation between the
feature vectors of two phones had a -48.6% correlation with the relative
EER improvement of the score-level combination of the phones. When
implemented in our new data-selection scheme (which does not require
a SR system to be run), the measures allowed us to select data with
2.13% overall EER improvement (on SRE08) over data selected via a
brute-force approach, at a fifth of the computational costs.
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1 Introduction

Conversational speaker recognition (SR) involves the task of determining whether
a certain speaker spoke in a certain conversation. SR systems have historically
relied on GMM speaker models [1], and involves scoring test utterances against
target speaker models to determine if the target speaker spoke in the test ut-
terance. The Equal Error Rate (EER), which represents the rate at which false
accepts equal false rejects, is a common SR system evaluation standard.

Unit-based text-dependent speaker recognition (UTSR) is the speaker recog-
nition approach where only certain units (i.e. words, phones, syllables) found in
speech data are used to construct entire speaker recognition systems [2]. These
approaches have been successfully applied in conversational speaker recognition
tasks, where the data consists of lengthy conversations between speakers, and the
speech is not lexically constrained [2][3]. While discarding much of the speech,



2 Howard Lei

the advantages of UTSR for conversational speaker recognition (SR) are three-
fold: to focus speaker modeling power on more informative regions of speech, to
reduce intra-speaker lexical variability, and to reduce the total amounts of data
required for faster processing.

The units examined in the past include word N-grams, syllables, phones, and
Automatic Language Independent Speech Processing (ALISP) units [4] (which
are designed to mimic the phones) and MLP-based phonetic units [5]. Many of
the units, such as the words and phones, are used only because their transcripts
are readily available via Automatic Speech Recognition, and are incorporated
without regard to their actual speaker discriminative abilities. Moreover, there
has been no evidence suggesting that words, phones, and/or syllables are ideal
sets of units for UTSR. The eventual aim of this work is to allow one to step
beyond the use of these units, and to examine the speaker discriminative capa-
bilities of all possible speech segments that can act as units.

This work involves the development of measures as computationally inexpen-
sive ways of determining which units are speaker discriminative based solely on
feature vectors of the units. The measures would allow for a quick determination
of SR performances of each unit without having to run the SR system, which
could take days depending on the units used. For an arbitrary set of units, one
task is to compute the measures on the feature vectors of each unit separately.
Measures computed in this matter (referred to as relevance measures) would give
an indication of the relevance of the unit with respect to the SR task. Measures
that have high correlation (in magnitude) with the SR EERs of the units would
have good predictive value for SR, and would eventually be good measures for
arbitrary data selection.

In UTSR, the units are usually combined at either the feature-level or score-
level. To get a good prediction of the effectiveness of unit combination, another
task is to compute the measures on pooled features for sets of units, so that a
correlation between the measures and the EER achieved via the combination of
the set of units is obtained. Measures computed in this manner (referred to as
redundancy measures) give an indication of the redundancy of the units amongst
one another, whereby units that combine well are less redundant, and vice versa.

Finding effective relevance and redundancy measures will allow for the even-
tual selection of arbitrary sets of units that produce the best SR performances.
Note that the task of data selection is more difficult than the related task of
feature selection, in that there are typically many more feature vectors than the
number of feature dimensions in a speech utterance, and there are no pre-defined
orderings of the feature vectors as opposed to the feature dimensions.

This paper is organized as follows: Section 2 describes the database and our
SR system for computing the EERs, section 3 describes the measures, section 4
describes our data-selection scheme, section 5 describes the units used, section 6
describes the experiments and results and provides a brief discussion, and section
7 provides a summary of the current work and describes the applicability of this
work to future research in UTSR.
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2 Data, Preprocessing, and Speaker Recognition

We used the Switchboard II and Fisher corpora for universal background speaker
model training, SRE06 for development, and SRE08 for testing. All corpora
consists of telephone conversations between two unfamiliar speakers. A conver-
sation side (roughly 2.5 minutes for non-Fisher and 5 minutes for Fisher) con-
tains speech from one speaker only. 1,060 conversation sides with 128 speakers
are used for SRE06, and 1,108 conversation sides with 160 speakers for SRE08.
1,553 background conversation sides are used from Switchboard II and Fisher.
Only female English telephone conversation sides are used for this work. There
are ∼55,000 total trials for SRE06 with ∼7,000 true speaker trials, and ∼47,000
trials for SRE08 with ∼6,500 true speaker trials. We are provided with force-
aligned phone ASR decodings for all conversation sides by SRI, obtained via the
DECIPHER recognizer [6].

A 512-mixture GMM-UBM system [1] with MAP adaptation and MFCC
features C0-C19 (with 25 ms windows and 10 ms intervals) with deltas is used
for computing the EERs of units. The ALIZE implementation is used [7], and
the MFCC features are obtained via HTK [8].

3 The Measures

We have implemented various measures for determining the relevance and re-
dundancy of units. For the relevance task, we want to determine how well the
measure(s), when computed using the feature vectors of a unit, correlate with
the SR performance of the unit. For the redundancy task, we want to determine
how well the measure(s), when computed using the feature vectors of a pair of
units, correlate with the EER improvement of the MLP-based combination of
SR scores of the unit pairs. The measures include mutual information, kurtosis,
intra- and inter-speaker variances, Fisher’s ratio, and Pearson’s correlation.

3.1 Mutual Information as Relevance Measure

Mutual information, which measures the mutual dependence of two variables,
has historically been used successfully in the related area of feature selection,
such as in [9], [10], and [11]. Typical feature selection algorithms involving mu-
tual information select features with high mutual information with respect to a
classification label or class, such that the features are relevant to the classifica-
tion task. For the case of SR, the classification classes (which are discrete) are
the distinct speakers. The mutual information between a continuous vector X
and a discrete classification label Y (with distributions p(x), p(y), and p(x, y)),
is given as follows:

I(X;Y ) =
∑

y

∫
x

p(x, y) log
p(x, y)

p(x)p(y)
dx. (1)
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For this particular work, the mutual information is computed between the
feature vectors (X) constrained by a particular unit, and the speakers (Y ). The
technique described in [9] for computing the mutual information via approxi-
mation of equation 1 is used here. The Parzen windowing technique is used to
model the distribution of the continuous-valued feature vectors:

p̂(X) =
1
S

S∑
i=1

δ(x− xi, h). (2)

where δ(·) is the Parzen window function [12]. A Gaussian window is used, where
h represents the standard deviation.

3.2 Kurtosis as Relevance Measure

Kurtosis is a measure of peakiness and/or non-Gaussianity of a random variable.
Kurtosis mismatches between training and test conversation sides have been
shown to adversely affect speaker recognition performance, and kurtosis feature
normalization is an effective way to improve speaker recognition performance
[13]. Kurtosis is defined for random variable X as:

Kurtosis(X) =
E(x4)
E(x2)2

− 3 (3)

For this work, the kurtosis measure is evaluated on the entire set of feature
vectors for each unit.

3.3 Fisher’s Ratio, Intra- and Inter-speaker variances as Relevance
Measures

Fisher’s ratio and intra- and inter-speaker variances all give measures of class-
separability, whereby features/data with high Fisher’s ratio, high inter-speaker
variances, and low intra-speaker variances have high relevance with respect to
the classification task. For this work, Fisher’s ratio is the ratio of the inter- to
intra- speaker variances of the feature vectors of a unit, where we estimated the
inter-speaker variance as follows:∑

speaker:s

(µs − µ)T (µs − µ). (4)

and the intra-speaker variance as follows:∑
speaker:s

1
Ns

∑
i∈s

(xi − µs)T (xi − µs). (5)

where Ns and µs are the number and average of feature vectors respectively for
speaker s, µ is the overall average of the feature vectors, and xi is feature vector
i.
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3.4 Pearson’s Correlation as Redundancy Measure

For a pair of units, Pearson’s correlation is computed using the average MFCC
feature values of each unit for each conversation side. Specifically, for each con-
versation side, the average values of the MFCC feature vectors for each unit
are computed. Pearson’s correlation between the averaged values of each unit is
computed across all conversation sides. Note that the correlation is computed
separately for each dimension of the feature vectors, and an overall correlation
is obtained by averaging the correlations of each dimension. Fig. 1 illustrates
this computation.

Fig. 1. Illustration of the procedure for computing Pearson’s correlation as a redun-
dancy measure.

Hence, a Pearson’s correlation value is associated with each pair of units.
The correlation between this correlation and the relative MLP-based score level
combination improvement of the unit pair is obtained to determine how well
the measure predicts the redundancy of the unit pair. The relative MLP-based
score level combination is determined by the relative score-level combination
EER improvement over the average EER of the units standalone.

Note that we’ve also implemented mutual information as a redundancy mea-
sure, but found that Pearson’s correlation is more effective.
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4 Data Selection Scheme involving the Measures

Our data selection scheme involving the measures is based off of the feature
selection approach in [10]. Specifically, given a set of units, the task is to select
N units that produce the best SR result in combination. Given the relevance
measures for each unit and redundancy measures for unit pairs, our data selection
approach is the following: for a given set of pre-selected units P , determine if
an additional unit Q should be selected by maximizing the following objective
OBJ :

OBJ(Q) = Rel(Q)− α
∑
p∈P

Red(Q, p). (6)

where Rel(Q) is the value of the relevance measure for unit Q, Red(Q, p) is the
value of the redundancy measure between Q and p, and α is a weight between
the relevance and redundancy factors. This objective allows one to select units
that have good standalone speaker discriminative power (according to Rel(Q))
and are not redundant in their speaker discriminative characteristics with pre-
selected units.

5 The Units

The following set of 30 phones represent the units used for this work: /A/, /æ/,
/2/, /O/, /@/, /Ay/, /b/, /d/, /ð/, /E/, /Ç/, /e/, /f/, /h/, /I/, /i/, /k/, /l/,
/m/, /n/, /o/, /p/, PUH, /r/, /s/, /t/, /u/, /v/, /w/, /j/, /z/, where PUH is
the vowel in a filled pause, and the remaining phones are denoted by their IPA
symbols. These phones are selected from the set of all phones because they occur
most frequently in the SRE06 conversation sides.

Phones intuitively represent a good starting point for the evaluation of mea-
sures because they span the vast majority of the acoustic space of speech. Each
phone represents a small section of the acoustic space, largely separate from the
acoustic spaces of other phones. Hence, the use of phones allows the measures
to be computed on many different parts of the acoustic space, and the value
obtained for a measure using a particular phone would be largely specific to the
section of acoustic space represented by the phone. Note that for each conver-
sation side, some phone instances are removed to ensure roughly equal numbers
of frames for all phones in the conversation side.

6 Experiments and Results

6.1 Mutual Information as Relevance Measure

Mutual information as a relevance measure is implemented for each of the 30
phones on SRE06 with 128 female speakers, and is our most effective measure.
A -0.8352 correlation is obtained between the mutual informations and EERs
of the phones. This correlation implies that in general, phones with good SR
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performance (low EER) also have high mutual information, and that mutual
information is an effective measure for SR performance prediction. The phones
with the lowest EER and highest mutual information involve the nasals, some
consonants, and no vowels: /t/, /k/, /s/, /p/, /f/, /v/, /d/, /ð/, /z/, /b/, /m/,
/n/. It is hypothesized that the use of delta features, which capture transitions
into and out of the consonants, may have improved the speaker discriminative
abilities of the consonants.

The following 6 phones (according to their IPA symbols): /t/, /d/, /b/, /m/,
/I/, /E/ resulted in a -0.9969 correlation between mutual information and EER
on the SRE06 corpus. The same phones show a -0.9819 correlation on the SRE08
corpus, suggesting that if all speech data are comprised of the 6 phones, a good
indication of which phones are speaker discriminative based on their individual
mutual information values can be achieved.

6.2 Kurtosis, Fisher’s Ratio, Intra- and Inter-speaker Variances as
Relevance Measures

Kurtosis, Fisher’s ratio, and intra- and inter-speaker variances are also computed
on each of the 30 phones, and their values are compared to the EERs of the
phones. SRE06 results for the correlations of kurtosis, Fisher’s ratio, and intra-
and inter-speaker variances for each phone with respect to the EERs are shown
in table 1. The result for mutual information is shown alongside these results.

Table 1. Correlations of kurtosis, Fisher’s ratio, intra- and inter-speaker variances,
and mutual information for each phone with their EERs. Results obtained on SRE06.

Measure Value
Kurtosis 0.715
Fisher’s ratio 0.363
Intra-speaker variance 0.580
Inter-speaker variance 0.539
Mutual information -0.835

According to table 1, mutual information and kurtosis have the most signifi-
cant correlations (-0.835 and 0.715 respectively) with the EERs of the 30 phones.
Note that the correlation between inter-speaker variance and EER is positive,
which is counterintuitive, since the inter-speaker variance should be high for
phones with good speaker discriminative ability (and hence low EER). While
this is rather strange, past results on Nuisance Attribute Projection (NAP) have
suggested that minimizing inter-speaker variance helps SR performances [14][15].
One possible explanation for this is that features with high inter-speaker variance
also have high intra-speaker variance in general (this has been shown by exam-
ining plots of the feature vectors along the top 2 PCA dimensions for speaker
pairs). Nevertheless, these results demonstrate a significance in the correlations
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between all measures and EER (with the possible exception of Fisher’s ratio,
which only has a correlation of 0.363). Thus, the measures are useful for SR
performance prediction.

6.3 Pearson’s Correlation as Redundancy Measure

The approach described in section 3.4 is implemented on the 128 female speakers
of SRE06. Correlations are obtained between the feature vectors of all distinct
pairs of the 30 phones, along with the relative improvement in the MLP-based
score-level combinations of the pairs (two SRE06 splits are created; MLP weights
are trained using one split and tested on the other). The latter is obtained by
computing the EER improvements of phones in combination over the average of
the standalone phone EERs.

The optimal correlation between the correlation of feature vectors and the
EER relative improvements of phone pairs is -0.486, which is obtained by consid-
ering only C0 and C1 of the MFCC feature vectors without their deltas (a -0.409
correlation is obtained when considering all MFCC coefficients). This result sug-
gests that if the correlation between feature vectors of two phones is high, then
the relative improvement of their score-level combination is low, and vice versa.
Hence, Pearson’s correlation is a suitable measure of unit redundancy.

6.4 Data Selection Investigation and Discussion

We’ve applied the mutual information relevance measure (our best measure)
and Pearson’s correlation redundancy measure to the data selection scheme de-
scribed in section 4. Obtaining the mutual information and Pearson’s correlation
measures requires roughly a fifth of the computational costs of running the SR
system for all phones. We’ve also used the standalone EERs of the individual
phones as the baseline relevance measure. Only C0 and C1 are used for Pearson’s
correlation measure, which produces the optimal correlation according to section
6.3. All measures (including the standalone EERs) are obtained on SRE06. Two
splits of SRE06 are used to train the α parameter from equation 6.

The data selection scheme in section 4 is used to select the top 5 phones for
MLP-based score-level combination on SRE08 (with MLP weights trained on
SRE06). We’ve also selected the top 5 phones with the lowest standalone EERs
for SRE08, and compared the phone combination EERs obtained via the two
approaches. Table 2 shows the EER results on SRE08 for α equal to its optimal
value (where both relevance and redundancy are used) and zero (where only
relevance is used), along with the phones selected.

According to table 2, selecting the top 5 phones in combination using our
data selection approach with mutual information relevance measure and optimal
α gives a 13.8% EER on SRE08, which is a 2.13% improvement over selecting
the top 5 phones with the best EERs (14.1% EER). Note that even though the
improvement is not significant, we’ve shown that we can select an effective set
of units without having to run the actual SR system. Our result also achieves a
4.83% improvement over using mutual information and no redundancy measure
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Table 2. MLP score-level combination of top 5 phones selected according to relevance
and redundancy measures with optimal α, and standalone EERs. Results obtained on
SRE08.

Data selection approach Relevance measure Phones selected EER (%)
Relevance and redundancy Mutual information /d/, /h/, /k/, /t/, /v/ 13.8
Relevance only Mutual information /f/, /k/, /p/, /s/, /t/ 14.5
Relevance and redundancy Standalone EERs /b/, /k/, /n/, /t/, /z/ 13.5
Relevance only Standalone EERs /b/, /d/, /k/, /t/, /z/ 14.1
Top standalone EERs – /b/, /d/, /k/, /t/, /z/ 14.1

(14.5% EER), and is within 2.22% of the result using standalone phone EERs
as the baseline relevance measure (13.5% EER).

Table 2 also suggests that using only the mutual information relevance mea-
sure (with no redundancy measure) for data selection does not improve results
over using phones with top standalone EERs (14.5% EER vs. 14.1% EER). The
latter can be expected, since the mutual information relevance measure has only
an imperfect correlation with EER (-0.835). Note from table 2 that the top 5
phones are all consonants.

According to the results, we have demonstrated that it is possible to select
effective units for SR without running the actual SR system, by obtaining rele-
vance and redundancy measures (mutual information and Pearson’s correlation
in our case) from acoustic feature vectors with good SR performance predic-
tions. Note that using the phone EERs as a baseline relevance measure requires
running the SR system, but improves only insignificantly over using mutual in-
formation. Our results indicate that taking both relevance and redundancy (as
opposed to just relevance) into consideration for SR data selection leads to better
unit selection. Interestingly, only the MFCC C0 and C1 coefficients are sufficient
for computing our redundancy measure.

7 Conclusion and Future Work

In this work, we’ve investigated the feasibility of obtaining measures for data se-
lection and performance prediction for unit-based text-dependent speaker recog-
nition. As a starting point, we’ve used a set of 30 phones as units, and obtained
various measures having significant correlations with EERs of the phones. We’ve
shown that it is possible to select a set of units based off of relevance and re-
dundancy measures, which gives equal or better speaker recognition results in
combination than the combination of units with best standalone EERs, and does
not require a speaker recognition system to be run.

In the future, we will attempt to develop more effective measures, investigate
data selection using other types of units, and investigate other types of features.
Once we are satisfied with the effectiveness of our measures, we will use the
measures to select an arbitrary set of units which would have the globally optimal
speaker recognition result in combination for particular types of systems. The
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arbitrary selection of units would be computationally feasible via the use of our
measures.
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