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Abstract

We investigate the application of the co-trainiegrhing
algorithm on the sentence boundary classificatimblem by
using lexical and prosodic information. Co-trainisga semi-
supervised machine learning algorithm that usestipheil
weak classifiers with a relatively small amountaifeled data
and incrementally uses unlabeled data. The assomitico-
training is that the classifiers can co-train eater, as one
can label samples that are difficult for the otfiére sentence
segmentation problem is very appropriate for thearaming
method since it satisfies the main requirementgshef co-
training algorithm: the dataset can be described ty
disjoint and natural views that are redundantlyfisent. In
our case, the feature sets are capturing lexical mosodic
information. The experimental results on the ICSédting
(MRDA) corpus show the effectiveness of the corirag
algorithm for this task.

Index Terms: co-training,
prosody, self-training, Boosting
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Co-training is a very effective machine learninghteique
that has been used successfully in several cleassdn tasks
like web page classification, word sense disambigonaand
named-entity recognition [1-6,among others]. Cantray is a
semi-supervised learning method that aims to improv
performance of a supervised learning algorithm by
incorporating large amounts of unlabeled data itle
training data set. Co-training algorithms work bgngrating
two or more classifiers trained on different viesighe input
labeled data that are then used to label the uleldbdata
separately. The most confidently labeled exampleghe
automatically labeled data can then be added toséeof
manually labeled data. The process may continuedgeral
iterations. In this paper, we describe the appbicadf the co-
training method for sentence segmentation whereuse
prosodic and lexical information as two views of thata.

Sentence segmentation from speech is part of apsoc
that aims at enriching the unstructured stream arfde that
are the output of standard speech recognizersolésis to
find the sentence units in this stream of wordsntSee
segmentation is a preliminary step toward speech
understanding. It is of particular importance fgresch-
related applications, as most of the further prsicgssteps,
such as parsing, machine translation and informatio
extraction, assume the presence of sentence boesdar
[7,among others]. Once the sentence boundariededeeted,
further syntactic and/or semantic analysis can édopmed
on these sentences.

Usually, speech recognizer output lacks the textuals
to these entities (such as headers, paragraphsensen

sentence segmentation,
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punctuation, and capitalization). However, speeobviges
extra nonlexical cues, related to features liketpitenergy,
pause and word durations, named as prosodic featiineas
been shown that for segmentation of speech inttesees,
prosodic and lexical cues provide complementary
information. In our previous work we proposed meihao
combine them to improve performance of the segntienta
system [8].

Although statistical methods are widely used farteece
segmentation, the drawback is that they requireifsgnt
amounts of labeled data, which is expensive, tiorsaming,
and laborious to prepare. In our earlier work weppsed
supervised model adaptation methods for sentence
segmentation using a small amount of labeled inadordata
and a large amount of labeled out-of-domain daja T8is
paper focuses on semi-supervised training of seaten
segmentation models without exploiting any out-ofrain
data using co-training compared with the traditlosemi-
supervised training approach of self-training.

In this study, we consider the speech featurescéérnd
prosodic) as two disjoint and natural feature setsgews and
we try to improve performance of the baseline hipgishese
feature sets with the co-training algorithm. Steytiwith a
very small number of labeled data from which lekiaad
prosodic features can be extracted, the aim iadrease the
amount of labeled data by using large amounts tdhated
data.

In the next section we present related work onraiming
and then describe our sentence segmentation atréinog
approaches in Section 3. We provide experimentsilllt®
using self-training and co-training with the ICSlebting
Recorder Dialog Act (MRDA) corpus in Section 4.

2. Related Work

The co-training approach was first introduced aadgymed
by Blum and Mitchell [1-2]. The main goal is usinglltiple
views together with unlabeled data to augment ahnsugaller
set of labeled examples. More specifically, thespnee of
multiple distinct views of each example can be usettain
separate models for the same task, and then eassifigr's
predictions on the unlabeled examples are usedigonent
the training set of the other classifier. Figur@résents the
basic algorithm. The task Blum and Mitchell usedswa
identifying the web pages of academic courses feolarge
collection of web pages collected from several coiep
science departments. Their co-training implemenathad
two natural feature sets: the words that are ptesenhe
course web page and the words that are used irinke
pointing to that web page. For this task, both gieof
examples are considered as sufficient for learnBigm and
Mitchell showed that co-training is probably approately
correct (PAC) learnable when the two views arevigially



sufficient for classification and conditionally iependent
given the class. Their results showed that ther eate of the
combined classifier was reduced from 11% to 5%.

There has been much effort on investigating the
effectiveness of the co-training algorithm in diffiet domains
and applications. In recent work [3], it is showmatt the
independence assumption can be relaxed, and cartyais
still effective under a weaker independence assomptn
that work, a greedy algorithm to maximize the agrest on
unlabeled data is proposed. This resulted in imgulaesults
in a co-training experiment for named entity clsation. It
is shown that the rate of disagreement betweerctassifiers
with weak independence is an upper bound on theatoing
error rate.

In [4], co-training was applied to the e-mail ciéisation
task. In this work, it was found that performandette co-
training was sensitive to the learning algorithmedisin
particular, co-training with Naive Bayes did nosuk in
better performance. However, this was not case sutbport
vector machines. The authors explained this sanatiith the
inability of the Naive Bayes to deal with large rgeadatasets.
This explanation was also confirmed by significartietter
results after feature selection.

Other work [5-6] was about investigation of the
sensitivity of the co-training to the assumptiofsa@nditional
independence and redundant sufficiency. In thet firs
experiment, co-training was applied to the web piegabase
from [1]. The results showed that co-training usiNgive
Bayes was not better than Expectation Maximizagwen
when there is a natural split of features. Both dexation
Maximization and co-training with Naive Bayes imyed
performance of the initial classifier by approxieigt 10%.
The second experiment was performed on a datasehéu
been created in a semi-artificial manner so thatwo feature
sets are truly conditionally independent. In addifi the
condition of redundantly sufficient features wag,rsénce the
Naive Bayes trained on each of the data sets sepaveas
able to obtain a small error rate. It was found timatraining
with  Naive Bayes well outperformed Expectation
Maximization, and even outperformed Naive Bayefméch
with all examples labeled. Their third experimenvdlved
performing co-training on a dataset whereby a m&tplit of
feature sets is not used. The two feature sets ereysen by
randomly assigning all the features of the datastet two
different groups. This was tried for two datasetse with a
clear redundancy of features, and one with an uwhnevel
of redundancy and nonevident natural split in fesguThe
results indicated that the presence of redundancyhe
feature sets gave the co-training algorithm a higgwantage
over Expectation Maximization. The results of these
experiments verified that the co-training has aswaberable
dependence on the assumptions of conditional indkpee
and redundant sufficiency. However, even when eith&oth
of the assumptions are violated, the performancecaf
training can still be quite useful in improving &ssifier's
performance. We believe that the sentence segri@ntaisk
demonstrates a sufficient amount of redundancyesamzis of
sentences are typically marked with lexical andspdic cues.

Some studies also consider using different clasditn
algorithms instead of different views for co-traigi For
example, [12] employs maximum entropy and hiddemkda
models (HMMs) for part-of-speech tagging and paysin

3. Approach

We first briefly present our sentence segmentasipproach
using lexical and prosodic features. Then, we prtelsew we
employ the co-training algorithm for this task gsimarious
example selection mechanisms. We also provide erigésn

of the self-training method commonly used for semi-
supervised learning.

Obtain a small set df of labeled examples

Obtain a large séf of unlabeled examples

Obtain two setsF; and F, of features that arg

redundantly sufficient

1. whileU is not emptydo

2. Learn classifie€, from L based orr,

3. Learn classifie€, from L based orfr,

4, for each classifie€; do

5. Ci labels examples frotd based orir;

6. C;i chooses the most confidently predictgd
example€ fromU

7. E is removed frontJ and added (with
their given labels) th

8. end for

9. endwhile

Figure 1:Basic co-training algorithm

3.1. Sentence Segmentation

In this study, we consider sentence segmentatica l@isary
classification problem. For each word boundaryrabgbility

is emitted by a statistical classifier, namely, Biirog [10]. If

the probability is higher than a given thresholdyeaiod is
inserted at the word boundary. Prosodic and leXeatures
are used to represent word boundaries to the fitasSihe 6
lexical features are N-grams composed of the wolidvfing

the boundary of interest and the two previous wortise 34
prosodic features are the pause duration betweentwb

words at the word boundary of interest, and varimesasures
of the pitch and the energy of the voice of theakpe The
features are designed so that they measure the wdlthe
pitch or energy before and after the word boundéinterest
and their difference or comparison [11]. The ramgevhich

the value is measured is either the word or thedouin
before/after the word boundary, and the measursiders the
maximum, the minimum or the average value in thisge.
Some features are also normalized by speaker.

3.2. Co-Training

In this study we use an extended version of thecbes-

training algorithm [12]. We use prosodic and lekica

information as two separate views for the sentence

segmentation task. Our co-training approach cansat

multiple stages. In the first stage, we train tweparate

models using only prosodic and only lexical feasuréhen

we estimate the sentence boundaries for the ueldipgrtion

of the data using these models. The examples atedso

according to their confidence scores. At this poim tried

different example selection mechanisms for co-ingin

« Agreement: In this strategy, we consider only the examples
that get high confidence scores according to both
prosodic and lexical models. We add these exanipléise
training set of individual models and iterate.



Table 1.Co-training performance figures with different degies compared with self-training and baseline nvbely
1,000 manually labeled examples are availaBleMeasure(%))

1K Baseline Agreement Disagreement Self-training
Lex Pros Lex Pros Lex Prosg Lex Pros
M1 63.65 | 58.35] 68.31] 64.11 69.52 66.03 64,68 58.34
M2 45.96 | 57.24| 69.28 63.07 69.07 64.95 4585 58.03
M3 55.40 | 59.02| 70.59 64.17 70.17 64.67 5784 58.65
Avg. 55.00 | 58.20| 69.39 63.79 69.58 65.21 5612 483

Table 2.Co-training performance figures with different degies compared with self-training and baseline nvbely
1,000 manually labeled examples are availaDIEST error rate{%))

1K Baseline Agreement Disagreement Self-training
Lex Pros Lex Pros Lex Prosg Lex Pros
M1 6241 | 70.32| 64.63 6261 6194 59.646 63/09 70.56
M2 7531 | 77.32] 60.26 64.5] 57.03 58.35 74,03 7568
M3 69.49 | 69.72] 61.04 60.09 5871 61.84 66,01 6990
Avg. 69.07 | 72.45| 6197 6241 59.22 59.95 67.y1 420

Disagreement: In this strategy, we consider only the
examples that are labeled with high confidenceresco
using one model and low confidence scores usirgg th
other one. We add these examples to the trairghgfsthe
other model. The motivation here is to incorporatv
examples that are hard to classify to the otheteho

This process may be iterated until the models db no
improve any more using a held-out set. After tloate can
train a single model using both the lexical and sprdic
features of the automatically and manually labedgdmples
in order to combine the models.

3.3. Self-Training

To compare performance of the co-training we alseduthe
well-known self-training semi-supervised trainingr fthis

task. For self-training, the given model estimadlessentence
boundaries for the unlabeled portion of the dataerr the
examples that are classified with high confidenceres are
added to the training set, the model is retraiaed, the whole
process is iterated. To be compatible with the raoving

experiments, instead of using self-training with #he

features, we used it for the individual prosodid dexical

models.

4. Experimentsand Results

All experiments were performed using manual trapsons
to avoid the noise introduced by the speech retiogni
system. The prosodic features were computed usméptced
alignments of the manual transcriptions. We peréatm
experiments using different sizes of initial mamudhbeled
data and using different co-training methods. Wmpgared
performance using self-training and the baselintaut any
semi-supervised learning.

4.1. Data Sets

In our experiments we use the lexical and prostagitures of
the ICSI Meeting Recorder Dialog Act (MRDA) CorpiW§e
use 51 meetings that have in total 538,956 exampltés
prosodic and lexical features, as training data. e three
different random orderings of the training set, rjmM1,
M2, and M3 in order to get different feature distions and

remove the biasing effect in the evaluation sthgeddition

to this, both the development and test sets comdistl
meetings and they have 110,851 and 101,510 examples
respectively. The test and development sets aretkesame

for all the experiments. All the experiments arpeged for

M1, M2, and M3, and their average is plotted.

4.2. Evaluation Metrics

For sentence segmentation, performance of the ibasahd
the co-training method is evaluated by the F-Measund the
NIST error rate. The F-Measure, which is often used
information retrieval and natural language procegsis the
weighted harmonic mean of the precision and renalisures
for the classes hypothesized by the classifierh® dnes
assigned by human labelers. The NIST error rathasratio
of the number of insertion and deletion errors $entence
boundaries made by the classifier to the numbeefefence
sentence boundary classes.

4.3. Experimental Results

Figure 2 presents the results using co-trainingh vite
agreement strategy. The curves show the performance
improvement on the individual prosodic and lexioadels
when different sizes of initial manually labeledalare used.

For each point in this plot, we report the averafehree
experiments performed with M1, M2, and M3, when the
optimum number of unlabeled examples for the depraknt
set is added to the initial training set. This feshows that
the co-training process improves the results of haseline
significantly, especially when a lesser amountadieled data
is available. With only 1,000 manually labeled epées, the
performance of the lexical model increases from $6%9%,
an improvement of 25% relative.

Tables 1 and 2 provide complete results using reiffe
strategies of co-training and self-training wherlyoh,000
manually labeled examples are available. As seée,
disagreement strategy is slightly better than theeement
strategy. This behavior can be explained by reasptfiat if
both models are confident about an example it latively
less informative. It is impressive that co-trainiegjategies
significantly outperform self-training, which praés slight
improvement over the baseline.

—
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Figure 2:Baseline and Co-training F-Measure results

Table 3. Co-training performance figures when both
lexical and prosodic features are simultaneouskdus

for modeling
Baseline Co-training
1K "F-Measure| NIST | F-Measure | NIST
(%) (%) (%) (%)
M1 70.34 52.52 71.52 51.17
M2 70.15 51.45 70.30 51.4%
M3 69.63 53.15 71.91 50.21
Avg. 70.04 52.37 71.24 50.9%

Next we perform experiments by comparing a baseline
model that uses all the features extracted frordfQLgxamples
and a model trained also with selected examplescuia
training. To the best of our knowledge, co-trainistydies
using different feature sets do not attempt to jgi®@vhis sort
of comparison with all the features simultaneous$gd for
modeling. The typical practice is combining mubkipl
classifiers at the score level [1,6,among othefsble 3
presents these results. The semi-supervised coFigai
method results in modest but consistent improvesnerer
the baseline for all three experiments and the ameerf-
Measure is improved from 70.04 to 71.24 %.

5. Conclusions

We have investigated the application of the catray
learning algorithm on the sentence boundary ciassibn
problem by using lexical and prosodic informatiofhe
experimental results on the ICSI MRDA corpus shdw t
effectiveness of the co-training algorithm for thesk of
sentence segmentation. Performance of the lexical a
prosodic models is improved by 25% and 12% relative
respectively, when only a small set of manuallyeled
examples are used. When both information sources ar
combined, the semi-supervised co-training methadlte in
modest but consistent improvements over the baselin

Our future work includes employing cross-adaptation
methods instead of simply concatenating the dafenpwove
performance. The classifiers trained with lexiaadl grosodic
features can be treated as a committee of classified can
be used for committee-based active learning. We plsn to

investigate the application of committee-basedvadgarning
for this task and combine with co-training. Furthere, we
plan to experiment with speech recognition output.
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