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ABSTRACT to some defined metric) until a stopping criterion indicates
that the optimum number of clusters has been reached. The

Accurate modeling of speaker clusters is important in tek ta . . . ) L
g D P GMM is trained using the Expectation Maximization (EM)

of speaker diarization. Creating accurate models invdiedis . . . ! .
selection of the model complexity and optimum training give alégorljhr?h[Z]. Ir(; sltandarld |Tp_lemhentatl(_)n3 of th('js a![gljmrmtt
the data. Using models with fixed complexity and trained([ [ ]z emto € cfotr:]]p exi y|st.c dostentlnbepende:"l dyl”ﬂfd
using the standard EM algorithm poses a risk of overfittingarnoun or nature of thé acoustic data to be modeled and us-

which can lead to a reduction in diarization performance. Ir!ng a fixed number of EM iterations. Doing so, itis easy to

this paper a technique proposed by the author to estimate pgause the models to overfit to the data resulting in errorswhe

complexity of a model is combined with a novel training al- gomparing pairs_ of Clusters._ T_his Is particularly the cabem
gorithm called “Cross-Validation EM” to control the number little data is available for training.

of training iterations. This combination leads to more stbu
speaker modeling and results in an increase in speakezatiari

tion performance. Tests on the NIST RT (MDM) datasets fmprobl;rlrés. El)\/letr:ﬁdsMS_,u.ch as Iche Bg)?_asmﬁ Inf;)hr m,\;alttchl)_n gnte-
meetings show a relative improvement of 10.6% relative orﬁ'on( ) [5]or € Minimum Description -.eng ( . ) [6]
the test set. or model complexity selection Data driven techniques such

as cross-validation and bootstrapping [7] have been uged fo
Index Terms— Speaker Diarization, speaker segmentatraining. These methods are not necessarily the bestsotuti
tion and clustering, complexity selection, cross-val@@EM  for speaker diarization. On one hand, BIC and MDL usually
training. carry a large computational cost. On the other hand, the use
1 INTRODUCTION of.these algorithms for trair_1ing is prone to in;tabili_tiesﬂhe
mixtures placement when little training data is available.
The task of speaker diarization involves the automatic seg-
mentation and clustering of acoustic data into speakers, at |n this paper we apply a recently proposed iterative train-
tempting to answer the question “who spoke when?” in an alng algorithm called Cross-Validation EM (CV-EM) to the
dio recording. Itis usually done so without any prior inf@m ygdel training of speaker diarization for meetings. CV-EM
tion about the number of speakers or their identities. AggIo s introduced by T. Shinozaki in [8] for robust model traigin
erative clustering is the most commonly used technique angnq applied to the task of large vocabulary speech recogniti
is used in the system presented in this paper [1]. The syste@\.EM performs an iterative EM-like training where multi-
starts by creating many clusters from the input data, whiclpje models are trained on subsets of data. The portion of the
are modelled using Gaussian Mixture Models (GMM), andyata that s held out in estimating the cross validation rhisde
then iteratively merges the closest pair of clusters (aingr  ysed to determine whether to continue or stop training. This
Xavier Anguera was visiting ICSI within the Spanish visg@rogram at method is combined with a cluster complexity algorithm [9]

the time of this work. to obtain robust models.
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Research Projects Agency (DARPA) under Contract No. HR@BC-  IN th.is work. .Then= in S'eCtion 3we dgscribe the mOde.I com-
0023. Any opinions, findings and conclusions or recommendsiapressed ~ plexity algorithm and in 4 we explain the CV-EM training
in this material are those of the author(s) and do not nedsseitect the algorithm in detail. Section 5 describes experiments tavsho
views of the Defense Advanced Research Projects Agency R the performance of these algorithms, and section 6 conslude

Several methods have been proposed to solve both of these




2. AGGLOMERATIVE SPEAKER DIARIZATION We presented an algorithm in [9] that selects the number
SYSTEM of mixtures based on the number of data frames assigned to

As explained in [1], the speaker diarization system is baseH'€ cluster. In the current work, we combine this approach
on an agglomerative clustering technique. It initiallyitsahe Wlth a variation of EM training in an attempt to obtain the
data intoK clusters (wheré< must be greater than the num- OPtimum cluster. models. The algorithm works as fo!lows:
ber of speakers and is chosen using the algorithm present¥gienever there is a change in the amount of data assigned to
in [9]), and then iteratively merges the clusters (accagdn =~ @ cluster _(normally due to a segmentanon step), thg number
the ABIC metric described by [5] and modified by [3]) until a of acoqstlc frames that are ass!gned tc_) the model is lused to
stopping criterion is met. Each cluster is modeled via a Gaugletermine the new number of mixtures in the GMM using:
sian Mixture Model (GMM) of variable complexity, chosen Ni
automatically. M? = round(=-) (1)
The system modified for this paper works as follows: ' CCR
where the number of Gaussian mixtures to model clusaer

1. When multiple channels are available, acoustic beamiteration j (Mij) is determined by the number of frames be-
forming is used to combine the channels into a singldonging to that cluster at that timéV(') divided by the Cluster
“enhanced” channel. Complexity Ratio C'C R), which is a constant value across all

. . meetings.

2. Rup speech/non-speech detectl_on to eliminate non-8peecyyhan the desired model complexity changes, the new gaus-

regions and then extract acoustic features. sians are created by either splitting the mixtures withdatg

. i i1 .
3. Estimate the number of initial clustef§ and create Weight (whenM; > M;™) or forgetting the current model
cluster models. The complexity of the models is de-2nd training it from “scratch”.

termined by the algorithm explained in section 3. 4. CROSS-VALIDATION SPEAKER MODEL EM
TRAINING

(a) Runa Viterbi decode to resegment the data and re-

train the models using the CV-EM algorithm pre- The EM algorithm is the most used iterative training method
sented in 4. Iterate between segmentation angpr training models that includes hidden variables. It Haes t

training until the segmentation stabilizes. disadvantage that there is no mechanism to avoid overfitting
(b) Select the cluster pair with the largest merge scor@f the model to the data. As a result, the algorithm is some-
(based omM\BIC) that is> 0.0. times unstable and can lead to overtraining depending on the

structure of the models, especially for the cases when small
training data is available.
This often happens when training Gaussian Mixture Mod-
(d) Merge the pair of clusters found in step (b). Theels (GMM) as they are prone to instability. For example, a
models for the individual clusters in the pair are two-mixture Gaussian distribution gives large likeliheddr
replaced by a single, combined model and its comtraining data if one of the Gaussians covers only a single dat
plexity is recomputed. point (and has a very small variance) and the other Gaussian
(e) Go to step (a). spans the rest of the data points. The same phenomenon can
occur, when the model trains too much to the data, losing
This system does not require any external training datgenerality. Therefore, it is important for the EM training t
and has been developed with the goal of robustness to chandewd the optimal number of iterations. However, the optimal
in the acoustics of the data, thus allowing it to easily port t number of iterations depends on the data and it is difficult to

(c) If no such pair of clusters is found, stop and out-
put the current segmentation.

new acoustic domains. predict.
For these reasons we are experimenting with a new train-
3. MODEL COMPLEXITY SELECTION ing algorithm called cross-validation EM (CV-EM), which is

The acoustic models used to represent each cluster are a kaesented by T. Shinozaki in [8]. CV-EM uses cross-valwtati
part of the agglomerative clustering process. On the ond,hanin the iterative process of EM, addressing the problems of
comparing the models is how it is decided whether two modeverfitting and potential local maxima.

els belong to the same cluster, while on the other hand, the Figure 1 shows the CV-EM procedure. The system starts
models are used in the decoding process to redistribute tHeom an initial single model to be trained and finishes also
acoustic data into the different clusters. When comparirg twwith a single model. On the initial E-step of the EM pro-
models viaABIC, if the models are too general, they tend tocessing the training data is split into N partitions as eyenl
over-merge. If the models are too specific they under-mergeas possible (in the speaker diarization using GMM models,
Therefore it is important to find the optimal number of mix- each consecutive frame is assigned to a different partséon
tures to use, i.e. the model complexity. guentially until all frames have been assigned). Then time co



Initial model M of the CV-EM is small as only the sufficient statistics accu-
mulation needs to be repeated for each of the cross-validati

M'\ models.
Esep [ss) | [ss@ | [ssov ]«\\hmon 5. EXPERIMENTS

M ‘\ To test the effectiveness of the proposed algorithms we use

M-step | M(1) M(2) M) ; the ICSI speaker diarization system as described in section
l l l 2. As a baseline system we refer to the submission used in

the RTO6s evaluation, without the use of any purification [9]

E-step [ SS(1) ] [ SS(2) J { SS(N) } using linear cluster initialization and only acoustic MFCC

\l/ 19 features. In this baseline system 5 iterations of stahdar

. EM was performed and model complexity was fixed to 5 ini-
Final model M tial Gaussians per cluster, with complexity accumulatednvh
two clusters merge.

The development data is composed of the NIST RT02s,
RTO04s and RTO5s [11] conference room datasets (26 meeting
excerpts) and the test set is the RT06s eval data (8 meetings)
ditional probability of each frame to each Gaussian mixturdExperiments have been run on the Single Distant Microphone
in the initial model is computed. This process is identical t (SDM) and Multiple Distant Microphone (MDM) tasks. The
the initial E-step in the technique called parallel EM tagn ~ metric used in all cases is the Diarization Error Rate, défine
[10]. by NIST as the percentage of misassigned time.

In the following M-step, each mod@l; is reestimated us-
ing the sufficient statistics computed for all partitions et

Fig. 1. Cross-validation EM training algorithm

for S'S;, which is kept as cross-validation data (differing from 24 1

the parallel-EM procedure). In the CV-EM algorithm, once 23 +f,|[;“%
all the N models have been reestimated, new conditionalprob 22

abilities are computed for the frames in each partitis o 21

using model)M;. As data in partitionS.S; was not involved 8 2 \ -4
in the reestimation of the parameterslify, the accumulated 19 <
likelihood from all partitions can be used as a check for con- 18

vergence, avoiding overfitting to the data. Once convergenc 17 ‘ ‘ ‘ |
is reached, the current sufficient statistics computed dohe 5 6 7 8 9
of the subsets are used to derive a single output model. CCR

In [8] CV-EM is applied to speech recognition using a
fixed number of (five) iterations. In speaker diarizatiom-co Fig. 2. Model complexity selection DER changing the CCR
vergence based on an increase in the likelihood is preferred parameter
order to bound the likelihood variation between iteratiohs
all models and therefore make them more comparable. Inthe Figure 2 shows the effect of the Cluster Complexity Ratio
implementation here, a likelihood increase®f;,. = 0.1%  (CCR) when performing model complexity selection on the
is used. development set. We can see that for both SDM and MDM
The advantages of the CV-EM algorithm are threefold cases the optimum value is located’a@ R = 7. Using this
While the EM algorithm iterates the E-step and the M-stepptimum complexity setting we now substitute the standard
using the same data, CV-EM uses different data subsets $M training by the CV-EM algorithm. In order to deter-
that there is no overlap. In this way, CV-EM is more sta-mine the optimum number of cross-validation models used in
ble than EM with respect to overtraining since distribuion CV-EM, we plot the DER for the range from 15 to 45 cross-
highly specialized to a particular data point cannot predac validation models in figure 3.
large likelihood during training. Another advantage of CV-  The best average DER is obtained with 25 cross-validation
EM is that the likelihood obtained in the E-step is more reli-models, but between 20 and 45 cross-validation models the
able than the optimistic likelihood in the EM training andhca differences in the average are less than 1%, which shows the
be used as a termination criterion for the training iteratio robustness of the algorithm. With 15 models (or fewer), the
Because the likelihood is estimated using cross-validatio errors grow as the data differs too much between models and
it decreases when the model looses generality. Therefore,therefore the training of the cross-validation models dies
good termination criterion is to stop iterating when theslik converge. In fact, each model differs from the others in 1/(N
lihood decreases. Finally, the increase in computatioostl ¢ 1) parts of the total number of frames, which becomes impor-
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Fig. 3. DER for different number of cross-validation models

tant as N decreases below 15. This increase can also be due

to the fragmentation of the training data being used.

on the data size is combined with a recently proposed cross-
validation EM training algorithm that does an ML training

of the data while avoiding overfitting. We tested these two
techniques using an extensive development set composed of
26 meeting excerpts from the NIST RT evaluations and a test
set with 8 excerpts and find a relative 11.3% improvement on
the dev set and 10.6% on the eval set, for the multiple distant
microphones (MDM) case.
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