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Abstract—The following article investigates a typical speaker (MFCCs) [3]. While these approaches seem to currently domi-
diarization system regarding its robustness against initialization nate for their accuracy and speed, most, if not all of theti, ul
parameter variation and presents a method to reduce manual mately require a manual tuning of the initialization paréene

tuning of these values significantly. The behavior of an agglomera- S LS . .
tive hierarchical clustering system is studied to determine which such as initial the number of initial clusters. It is ofteninted

initialization parameters impact accuracy most. We show that that these parameters (see for example [4]) are not very
the accuracy of typical systems is indeed very sensitive to the sensitive, i.e. small changes in the value of the paramelters
values chosen for the initialization parameters and factors such not cause large changes in the system behavior. It is almost a
as the duration of speech in the recording. We then present a «qhan secret” in the speaker diarization community, howeve
solution that reduces the sensitivity of the initialization values . . - ’ ’
and therefore reduces the need for manual tuning significantly that Fh's is generally not_true. the behavior of many_SL_Jch
while at the same time increasing the accuracy of the system. algorithms can be unpredictable, even under small vanatio
For short meetings extracted from the previous (2006, 2007 and of the initialization parameter values [5]. By presentinged
2009) National Institute of Standards and Technology (NIST) of experiments on NIST meeting data, this article discutises
Rich Transcription (RT) evaluation data, the decrease of the pepayior of AHC under initialization parameter variatitie
Diarization Error Rate is up to 50% relative. The approach . . - . .
consists of a novel initialization parameter estimation method s_tart with a dlscussmr_w on which pgrame_ters are the mo_sﬁ-sens
for speaker diarization that uses agglomerative clustering with tive and what factors influence their optimal values. Weizeal
Bayesian Information Criterion (BIC) and Gaussian Mixture that these parameters are inherently dependent on the amoun
Models (GMMs) of frame-based cepstral features (MFCCs). The of speech processed by the system — a fact easily overlooked
estimation method balances the relationship between the optimal \yhan investigating length-standardized NIST benchmaté.da
value of the seconds of spgech daFa per Qaussmn and the dgratlon_l_h f | ¢ . ¢ doml lit
of the speech data and is combined with a novel non-uniform erefore, we also present experiments on randomly Spll
initialization method. This approach results in a system that NIST meeting data and show that there is a rather simple
performs better than the current ICSI baseline engine on datasis  relation between the speech duration and the optimal values
of the NIST RT evaluations of the years 2006, 2007 and 2009. the initial parameters. Based on these observations, wiyfina
Index Terms—Speaker Diarization, Machine Learning, Gaus- Present a tuning-less speaker diarization approach incitme f
sian Mixture Models (GMM), Long-term Acoustic Features of an interpolation model on the initialization parametars
combination with a novel initialization method. A non-umrifn
initial segmentation, based on long-term acoustic featarel
o a completely unsupervised parameter estimation signtfican
T HE goal of speaker diarization is to segment audignprove the system on all tested meeting lengths and gener-
unsupervisedly into speaker-homogeneous regions trylgizes to other meeting sets. The automatic estimation ef th
to answer the question “who spoke when?". Knowing wheginaple initialization parameters makes the presentetbapp
each speaker is speaking in a meeting recording is useful §ggre robust and more accurate than current state-of-the-ar
pre-processing step for many tasks, such as speakem#ttib speaker diarization engines. The approach was submitd an
speech-to-text (vocal tract length normalization andf@aker eyaluated in the NIST RT Evaluation 2009. The article is
model adaptation) [1] or content indexing and retrievale Thyrganized as follows: Section Il provides a quick overviéw o
task has been evaluated in the NIST RT evaluation f@farization research with a focus on existing tunable param
several years now and most state-of-the-art systemse a ters and Section Il presents the baseline system used dor th
combination of agglomerative hierarchical clustering @GH experiments presented in this article. Section IV thenenes
with Bayesian Information Criterion (BIC) [2] and Gaussiamn analysis of the tuneable parameters of the baselinensyste
Mixture Models (GMMs) of frame-based cepstral feature§ection V presents our solution supported by corresponding
This work was sponsored by the Swiss NSF through the NatiGeater results in Section VI before Section VII concludes the &atic
of Competence in Research (NCCR) on “Interactive Mulimodébrimation and presents future work.

Management” (IM2) and the European Integrated Project ongfAented
Multiparty Interaction with Distance Access” (AMIDA).

I. INTRODUCTION

D. Imseng is with Idiap Research Institute, P.O. Box 592, G2l II. RELATED WORK
Martigny, Switzerland and Ecole Polytechniquederale, Lausanne (EPFL),
Switzerland e-mail: david.imseng@idiap.ch As previously explained, the goal of speaker diarization

G. Friedland is with International Computer Science In&itd947 Center ; ; ; « A :
Street, Suite 600, Berkeley, CA, 94704, USA e-mail: fractms@berkeley.edu IS answering the question who quke when?”. While Tor

lplease also compare with the NIST RT evaluation of the passyéar € relateq _task of speaker recognition, models are trained
example 2006, 2007 and 2009. for a specific set of target speakers which are applied to an
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unknown test speaker for acceptance (target and test spee Audio Signal
match) or rejection (mismatch), in speaker diarizatiorrehe
is no prior information about the identity or number of the Feature

e

speakers in the recording. Conceptually, a speaker diemza Extraction .

AT —r Diarization "who spoke when"
system therefore performs three tasks: discriminate h@iwe MFCC MFCC Engine (RTTM file)
speech and non-speech regions (speech activity detectic ! (only Speech)

tion) and group the segmented regions together into speak | Speech Detector

homogeneous clusters (clustering). The output consists

meta-data describing speech segments in terms of starting

time, ending time, and speaker cluster name. For this stuedy @g. 1. The baseline speaker diarization Engine as destiib&ection |II.
disregard parameter tuning for speech/non-speech dateadi

this is usually seen as a separate task. . . ] . .
An analysis of current approaches to speaker diarizati¥f®S provided and in further experiments the implementation

shows that the vast majority makes use of tunable paramet@f4he method did not prove robust enough to withstand NISTs
which may be sensitive to minor changes. That issue was afiluation tasks. _

discussed in [5], where a study on audio files exhibiting nype This work focuses on parameter tuning for AHC ap-
sensitivity to tuning parameters is presented. It is regbrt Proaches, but other approaches not using AHC make also use
that factors such as the number of speakers and the num@lefManually tuned parameters: in [11] for instance, where
of turns affect the performance most. However, that study wRirection of Arrival (DOA) estimates are combined with

done on bradcast news data and the result might not geresrafigoustic feature information, the DOA estimation uses an
to meeting data. adjusted window length that determines the maximal possibl

Most state-of-the-art speaker diarization systems, dioty microphone pair.sepa_ration. The approach described ini$l12]
the ICSI speaker diarization engine (see Section IIl) combiP@sed on evolutive Hidden Markov Models (HMM) and uses
the segmentation and clustering steps into a single step.24uned threshold during the speaker turn detection, Hguris
very popular method of doing so is the combination of AH¢UIEs and a fixed number of Gaussians for a world model. In
with BIC and GMMs of frame-based cepstral features, as doke]: it IS shown that the main optimization criterion of the
for example in [6], [7], [8], or [9]. AHC starts with a certain apprpach using the Informatloq Bottleneck (IB) prmmple_oa
number of initial clusters, each represented by a GMM thERauIres manual parameter tuning and the model selection cr

models the associated feature vectors with a certain numkion of the IB approach makes use of a manually optimized

of Gaussians. Then, based on BIC, at each iteration step, tREEshold.

clusters are merged until a stopping criterion is met. In [7]

where the BIC based clustering is combined with Speaker I1l. ICSI SPEAKER DIARIZATION ENGINE

Identification (SID) techniques, the clustering makes usa o0 We believe that the experiments in this article could be
manually tuned penalty term and the SID technique depermépeated with most GMM-based AHC approaches for speaker
on a threshold, optimized on a development set. The systeiarization and would yield similar results. For practitalwe
described in [8] was manually tuned to tend to over-segmamerformed our experiments using the ICSI speaker diaoaati
and under-cluster. That approach uses two sets of GMMsgine, as illustrated in Fig. 1 and described as followsa At
one with a flexible number of Gaussians per cluster (fixddgh-level, the engine extracts MFCC features from a given
amount of data per Gaussian) for the Viterbi segmentatiamdio track, discriminates between speech and nonspeech
and one with a fixed number of Gaussians per cluster frggions (speech activity detection), and uses an aggldivesra
determining the clusters to merge and the stopping critericclustering approach to perform both segmentation of the
The second set of GMMs with a fixed number of Gaussiansasidio track into speaker-homogeneous time segments and the
necessary to get rid of the penalty term that appears in tBe Bjrouping of these segments into speaker-homogeneousrdust
comparison [1], [2]. Even when many different parameteis one step. 19th-order MFCC features are extracted from
are present, unfortunately, very few articles actuallycaés the audio with a frame size of 30 ms and a step size of 10
parameter sensitivity and tuning. When discussed, the twts. Speech activity regions are determined using a state-of
important parameters seem to be the number of Gaussifims-art speech/non-speech detector [9]. The detectoonpesf
used to model the data and the number of initial clusteigerative training and re-segmentation of the audio int@eh
Most relevant for the work presented here is the discussiolasses: speech, silence, and audible nonspeech. Torapotst
presented in [8] where a system is carefully designed arouti@ process, an initial segmentation is created with an HMM
the notion that speech is best represented wherseconds trained on broadcast news data. The non-speech regions are
of speech data per Gaussian are used to train the systemthbn excluded from the agglomerative clustering, which is
[8], the notion of “seconds per Gaussian”, which is claimed &explained in the following paragraph.

be constant, is introduced. Unfortunately, the authors alo n The algorithm is initialized using: clusters, wherek is
provide empirical evidence for the claim. In [10], the notiof larger than the number of speakers that are assumed to appear
a “Cluster Complexity Ratio” is presented. While the idea i the recording. Every cluster is modeled with a Gaussian
very similar to the one in [8], very little experimental egitte Mixture Model containingg Gaussians. Our rule of thumb

detect speaker changes to segment the audio data (segme [ gpeech/Non- \J
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prior to performing the experiments presented in this lertic Speaker Error
was, that during NIST evaluations, we found empiricallyttha
for a 30-min broadcast news snippet= 64 and for 10-
min meetingsk = 16 are good choices. For the number of
Gaussians per initial clusteg, = 5 turned out to be a good -
choice.

In order to train initial GMMs for thek speaker clusters an
initial segmentation is generated by uniformly partitimgpithe
audio intok segments of the same length. The algorithm the
performs the following iterations:

« Re-Segmentation: run Viterbi alignment to find the opti:
mal path of frames and models. As classifications base
on 10 ms frames are very noisy, a minimum duration @
2.5 seconds is assumed for each speech segment. 9

« Re-Training: given the new segmentation of the audi
track, compute new GMMs for each of the clusters.

» Cluster Merging: after several iteratioris lfy default) of Fig 2. The performance of the baseline engine on short rérmgsd For
re-segmentation and re-training, given the new GMMsggments of 100seconds and less, assigning a single speaktrftames
try to find the two clusters that most likely represer.ﬁen‘orms best. This underlines the very poor performance gfoagerative
the same speaker. This is done by computing the Iogierarchical clustering using fixed initialization paraerstfor short meetings.

likelihood of each of the clusters (modeled wit,

Gaussians) and the log-likelihood of a new GMM trainedy; | niTiaLIZATION PARAMETER SENSITIVITY ANALYSIS

on the merged segments of two clusters (modeled with ) ) o L

g = gn1 + gna GaUSSIANSg,1, gns being the number We s;art_ed to investigate initialization parameter serityit

of Gaussians of the two individual clusters). If the |ngy confirming angcdota_l knowledge .and reported experiences

likelihood of the merged GMM is larger than or equain the speaker diarization community. From that we know,

to the sum of the individual log-likelihoods, the tWOthat the initial amount of clusters and the initial number of
models are merged and the algorithm continues at tﬁ@ussians per cluster are very sensitive to small changes.

re-segmentation step using the merged GMM. If no pdﬁlso, while it was shown in the past (for example in [15])
is found, the algorithm stops. that speaker models can be successfully trained on about 50

. o ) seconds of speech per speaker for on-line diarization, wle ha
A more detailed description can be found in [1], [4]. ASnecqotally observed that agglomerative hierarchicateling
a result of different optimization approaches [14], ourrent eihods do not behave very well on short meetings. By ana-
|mplemer_1tat|on runs a,t ab00t6><_re_alt|r.ne. Th's means that lyzing the behavior of the engine under parameter and ngeetin
for ;O minutes of audio data, dlarlzquon f|n|shes in roughlpéngth variation, we therefore expect to acquire knowledge
6 minutes. Of course, other factors including CPU, memoryy,, ,t the sensitivity of the engine to different paramefehis
number of speakers in the meeting, speech/non-speech rafifion presents the most important parameters of theibasel

and number of speaker turns affect the actual execution ti"é?]gine and highlights the sensitivity of these parametémsnw
The output of a speaker diarization engine is usually evaly;e recording duration is varied.

ated against manually annotated ground truth segmentsedefi |, order to systematically study the phenomenon on meeting
by forced alignment techniques. A dynamic programmingais e randomly split the recordings of the NIST RT-06
procedure is used to find the optimal one-to-one mappi@velopment set (2.05 hours of data, see Table V on page
between the hypothesis and the ground truth segments so §jaino smaller pieces of different durations. The recagsin

the total overlap between the reference speaker and the-cofjere cut into 50, 100, 150, 200, 250, 300, 400, and 500 second
sponding mapped hypothesized speaker cluster is maximizegdyments and also processed uncut. The total durationg of th
The difference is expressed as Diarization Error Rate (DERpeetings in this dataset are between 600 and 700 seconds. The

which is defined by N|Sii': The DER can be decomposedyiarization engine was then run on these recording segments
into three components: misses (speaker in reference, But ian the number of initial clusteré — 16 and the number

in_hypothesis), false alarms (speaker in hypothesis, bt ng injtial Gaussians per cluster = 5 (see Section I1l) and
in reference), and Speaker Errors (SE) (mapped reference,syated against the ground truth. This system is refemed
not the same as hypothesized speaker). The ICSI speak€hine paseline systemt & 16 and g = 5). The runtime is

diarization system has competed in the NIST evaluations gf4yily dependent on the length of the audio file. Therefore
the past several years and established itself well amom@'St%plitting up the meetings and concentrating on the shorter

of-the-art systents duration recordings first, also allowed us to perform more

) . i ) ) experiments.
- http:/fwww . nist. gov/iad/mig/tests/rt/2009/ind sl The accuracy of the algorithm is highly correlated with
NIST rules prohibit publication of results other than ourmwlease refer

to the NIST website for further information: http://www.itlst.gov/iad/mig/ Fhe length of the rec_or_ded audio file. Fig. 2 illustrates the
tests/rt/2007/index.html issue. The speech activity detector works on-line, theectioe
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25 o5 Dur. k g k-g | secpergauss | # configs
. ; . . : 100 | [4;16] [2;7] [8;112] [0.7;9.4] 78
Fo0 ; H Soo 4 H . : 150 | [4;16] [2;7] [8;112] [1.0;14.1] 78
= . e & | - -+ + 200 | [4;25] [2;7] [8;112] [1.4;,19.1]* 88
L% i ugJ 250 | [4;25] [2;7] [8;112] [1.7;24.2]* 92
515 E ‘0315 l;l : : E' 300 | [4;25] [2;7] [8;112] [2.1;28.8]* 99
§ : El § i EI E| : 400 | [6;25] | [2;27] | [32;102] [3.0;9.6] 110
&10 i i 10 L i i i 500 | [6;25] | [2;21] | [32;128] [3.0;9.8] 139
Total number of configurations 684
5 5 Total hours of experiments 1402
5 10 | i 1.0 1.5 2.0 2.5
# of re-training/segmentation iterations minimal duration [s] TABLE I

25

n
(6]

TEST INTERVALS OF THE PARAMETERSk AND g FOR THE EXHAUSTIVE
SEARCH EXPERIMENTS THE INTERVALS REPRESENT MINIMAL AND
MAXIMAL VALUES OF THE CORRESPONDING PARAMETERYTHE
. : INTERVALS WITH STARS HAVE A LOWER BOUND OF2.9FORk > 16,
5 ’ BECAUSE OF LIMITED RESSOURCE} IN TOTAL MORE THAN 1400HOURS
OF MEETING DATA WAS DIARIZED.

H

n
o

i T T

3080k

4 5 6 7 8 i i niti
Nurmber of Ditlal clusters U of ety changes in the number of Gaussians per initial clugfeagd
the amount of initial clustersk]. High sensitivity can also be
Fig. 3. Boxplots of the performance of the ICSI speaker digiin engine Observed, when varying and g while processing full-length
for 100-second-segments. One observes that the variatfoiie mumber of meetings, as illustrated in Table |.

initial clusters and the number of Gaussians per initial telufiave most
influence on the Speaker Error.

n
o
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V. AUTOMATIC INITIAL PARAMETER ESTIMATION
) A. Linear Regression on the Number of Initial Clustérs
speech/non-speech error is almost constant even for shorteW . . .
segments but the SE is clearly growing as the durations e have seen in Section 1V, that the behavior of the speaker
of the meeting segments become shorter. At first, it seer&'ér'zat'on engine seems to _be sen_5|t|ve FO varlatlonsk_m
surprising that the SE gets smaller for segments of less t dg. Asdalreadément!oned n .S?Ctl;)n ”(’j n [8t]hthe not|0|: f
100 seconds. This is due to the fact that in meetings shorf rsechon s_lp(; tautss!an was in Iro Guce as the aén,\c/)ll;/ln I?
than 100 seconds, assigning all speech regions to one spe ec avacljab ed'o.d'ralnt(r)lne smgz a}ussmn r|]n a labl ’ b
starts to become a better heuristic than AHC with the wrorﬁ{ mte?slure by '\fl' Glng € se_con”s fothSpg?\ﬁM a\lla'? € by
initialization parameters (as will be shown later in thisce). € total humber ot ©>aussians in afl o e Wi clusters in
i - i the meeting recordingsecpergauss — SPeechduration in seconds
In order to find out if and which initialization parameterg ar h d d G . g-kb, i ' f th
responsible for the poor behavior of the engine on shortme!&q other words, seconds per foaussian Is a comoination of the

ings, we tested the behavior of four different parameters &(0 palram.eterk an?g .tThfe a:Jthc;rsécl_?lm tf:at thte s{ﬁcondi per
the engine on the 100-second-segments. The four parame sslan’is a constant otvaiue 2.. 10 automate th€ protess o

were: the number of re-segmentation and re-training itarat parameter value selection, We an the following experiment.
(see Section Ill, default: 5 iterations), the minimum digat We performed an exhaustive parameter search on recording

for a speech region (default: 2.5 seconds, as explained!ﬁlﬁlﬂths 0(‘;{190’ d150’ Zo?r’] 2501’4?6%0}]400’ 5?0} set_congs.t lnTh
Section Ill), the number of initial clusters (default: & = 16), ota, we diarized more than ours of meeting data. The
and the number of Gaussians per initial clusgetdefault: analyzed parameter ranges are summarized in Table Il, where

g = 5). The results are plotted in Fig. 3. In each subfigugge effective count of tested configurations is also showa. W

the same data is presented, each boxplot (for informatig?\duced the search spacegofor & > 16, because of limited

about boxplots, see [16]) shows the SE when one param gssources and raised the lower limit of the intervals nthrke

value is varied. We observe, that small changes in the numtr%(ra star (r']n_ 'I;able l”()ﬁtd'g secondstpe_r Gaussian. B%}"tm';!ng
of re-segmentation and re-training iterations and the mmhi € search Interval at - g, we constrain our approach to fin
Wg best configuration in that interval only.

duration do not have as much influence on the SE as the .

Fig. 4 presents the results plotted as the number of seconds
. per Gaussian vs the Speaker Error. For the purpose of visu-
l Parameter Variation | alization, Fig. 5 shows a smoothed curve (because of noisy

Initial clustersk (g = 5) 14 15| 16 17 18 | data, the smoothed minima might not exactly match the data
Rel. performance change +41% | +10% | base| -13% -9% ’ . 9 . y .
Gaussiang (& = 10) 3 7 = 5 - reported in Table IIl) of the data points of three different
Rel. performance changp +29% | +16% | base | +42% | +29% segment durations. Two major observation can be made:
TABLE | 1) By tgning the s_econds per Gaussian parameter, it is
SENSITIVITY OF THE PARAMETERS FOR THE UNCUTNIST RT-06 possible to obtain a low Speaker Error even on short
DEVELOPMENT SET DURING ONE SET OF EXPERIMENTS: IS VARIED AND meetings.
g =5 (SEESECTIONIII), DURING ANOTHER SET OF EXPERIMENTY IS o) | be ob d that th imal f h
VARIED AND k = 16 (SEESECTION III). EVEN SMALL VARIATIONS ) t can be O served that the o_pt_lma amount of speec
AFFECT THE PERFORMACE SIGNIFICANTLY per Gaussian used for the training procedure seems to

roughly follow a curve that has a global minimum.
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Seconds per Gaussian versus Speaker Error

X%
x

100-second-segments
x + 150-second-segments
200-second-segments
250-second-segments
300-second-segments
400-second-segments

S

> a <o x4

X 30+ 500-second-segments
S
w
25+
5 o
x
3 . *
Q *
» 20 N > o
* o hx0 o
151 0
o o
10+
5 1 Il J
0 15 20 25 30

Seconds per Gaussian

Fig. 4. Speaker Error versus seconds per Gaussian. Eaclpalatacorresponds to the average SE of 12 meetings (2.05 ldutata) for one particular
configuration. Configurations for all tested segment dunatiare shown in the same plot. One can recognize a combinationrgds, the minimum seems
to be similar for different recording durations.

Duration 100 150 200 250 300 400 500 | Correlation with

Speech duration 74.86 | 112.89 | 152.49 | 190.84 | 230.52 | 308.12 | 384.14 | Speech duration

k-g 26 32 36 45 45 45 48 0.88

secpergauss 2.88 3.52 4.23 4.24 5.12 6.84 8.00 0.99
TABLE IlI

THE OPTIMAL VALUES FORE - g AND secpergauss ON THE WHOLE DATASET INCLUDING THE CORRELATION WITH THE SPEEH DURATION.

Seconds per Gaussian versus Speaker Error secpergauss has a correlation of 0.99 what confirms the
45 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ visual observations. The correlation is based on only seven
— 100-second-segments data points, thus this value might be too high, but we believe
40+ ---- 300-second-segments |- K T )
........ 500-second-segments that there is a significant correlation.
35/
£ 30f Then, among all tested parameter configurations, the best
S performing ones per segment duration were picked (on a per
s 25 meeting basis, not on the total dataset, thus12 = 84
3 configurations). We calculated the correlation between the
& % duration of every processed segment versus the corresgpndi
15 seconds per Gaussian. The correlation value for the speech
duration of the segments versus the Gaussians per second is
10} 0.68. Given the definition of the parameteecpergauss =
speech duration In secon®gng knowing the speech duration after the
5 ‘ ‘ ‘ ‘ ‘ ‘

s 1 2 3 4 5 6 speech act|V|ty detection, we are able to use linear regress
Seconds per Gaussian as an automatic parameter selection mechanism that depends
on the speech duration of a recording. For that purpose
Fig. 5. Speaker Error versus seconds per Gaussian. For tiffleeent We calculate the least-square linear regression over tee be
s ke i) Speskr s o At samamion. Penorming configuratons and use the resuling Eauaton (1
For longer segments, the arrowpmoves down and to the rigr?t. ' afterwgrds to estimate the Optlm_al amount Of_ speech per
Gaussian. One problem that remains, however, is that we are
actually in need of estimating two parameters. As a start,
we decided to fix one parameter, namelyand then adjust
In Table 1ll, the best parameter configurations per segmentbecause we observed that the optinkalaries more and
duration (the same configuration for the whole dataset) aserrelates better with the speech duration than the optimal
displayed and the correlation between the best paramdisee [17, Ch.5.2 and Ch.5.3]). This system is summarized in
choices and the speech durations is shown. The paramdéiguation 1 to 3.

~
o |
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Prosodic Model data with a GMM Category | Feature ID Shor_t description
features n:=1 .. G . pitch fO_median median of the pitch
containing n Gaussians pitch fO_min minimum of the pitch
pitch fO_mean curve mean of the pitch tier (a time
stamped pitch contour)
Log-likelihood T0-fold formants f4_stddev fs;?rrrgirtd deviation of the 4th
growing? cross-validation formants | f4_min minimum of the 4th formant
formants f4_mean mean of the 4th formant
formants f5_stddev standard deviation of the 5th
formant
- — Segment formants | f5_min minimum of the 5th formant
Train GMM containing | | . formants | f5_mean mean of the 5th formant
. . (group feature vectors belonging - - -
k Gaussians with EM . harmonics| harm mean mean of the harmonics-to-noise
to the same Gaussian together) ratio
. o ) ) formant form_disp_mean | mean of the formant dispersion
Fig. 6. A schematic view of the algorithm to estimateand perform a pitch pp_period mean | mean of the pointprocess of the
non-uniform initialization. periodicity contour
TABLE IV
THESE12 LONG-TERM ACOUSTIC FEATURES HAVE A GOOD SPEAKER
DISCRIMINATE ABILITY ACCORDING TO THE RANKING METHOD
. PROPOSED IN[19]. THE FEATURES ARE EXTRACTED WITH THE HELP OF
secpergauss = 0.01-speech in seconds2.6 (1)  praaTLIB, A LIBRARY THAT IS USING PRAAT [20], ON ALL THE SPEECH
g = 4 @) REGIONS OF THE RECORDINGS AND AFTERWARDS USED TO ESTIMATE BH
. NUMBER OF INITIAL CLUSTERS TO PERFORM THE AGGLOMERATIVE
- speech in seconds ®) CLUSTERING. FOR MORE INFORMATION ABOUT THE FEATURES REFER TO
secpergauss - g THE DOCUMENTATION OF PRAAT.

We found that fixingy = 4 and then using the linear regression
to estimatek using (3), results in relative improvements of up
to 50 % for very short meeting segments (100 seconds) while . . .

maintaining the performance of the system for long reccgsiinCﬁo'ces' In [19] for example, a 500-ms Hamming window

(600-700 seconds). We were also able to apply the same Iin)ﬁ’é'ih overlap is used to extract the features. Because of the

regression formula successfully to other data sets witktivel stat|st|c;al .fn?rt]ure of some featurel, thethcalcqlaoflons. alreemo
improvements in the same range [18]. accurate if there are more samples (the window is longer),

but for the estimation of the number of initial clustérsand
o N the clustering itself, a certain amount of feature vect®s i
B. New initialization for the Number of Initial Clusteks needed to result in a good estimation fofand a reasonable
We have seen that the number of seconds of data availabts-uniform initialization. In the experiments for thistiale,
per Gaussian for trainingecpergauss can be estimated basedhe Hamming windowing function is used and a minimum
on a linear regression depending on the duration of speechwimdow size of 1000 ms is chosen. A minimal window size
a meeting. Howeversecpergauss is a combination of the of 1000ms is defined as follows: Every segment (output
two initialization parameters and g. Anecdotal evidence of the speech/non-speech detector) of less than 2000ms is
suggests thak is more related to the number of differentuntouched and the larger ones are split into segments of at
speaker in the meeting, where@ss more related to the total least 1000 ms (effective window length € [1000, 2000[ for
amount of available speech. Therefore, instead of fixirrgnd a minimal window size of 1000 ms). Fortunately, the minimal
using the linear regression to estimdteanother method to window size is not a very sensitive initialization paramete
estimate the number of initial clusters, based on featuids wbecause even if the initial segmentation d@ngaries, we can
good speaker discriminability, is presented in this sec(see still interpolateg accordingly. Section VI (Fig. 9 on page 8)
Fig. 6). Having an estimate fak, the linear regression canprovides further details. The 12-dimensional feature amect
then be used to determirge The presented method estimateare then clustered with the help of one GMM with diagonal
the number of initial clusters and also provides a non-umifo covariance. As this clustering serves only as initialmatfor
initialization for the AHC procedure based on the long-terran agglomerative clustering algorithm, it is desired thed t
feature study and ranking presented in [19], where 70 @iffer model selection tends to over-estimate the number of Initia
suprasegmental features have been studied accordingito thkisters. The agglomerative clustering algorithm will geer
speaker discriminability. Derived from the ranking in [L8je redundant clusters whereas it is not able to split clusfews.
12 top-ranked features (listed in Table 1V) are extracted atetermine the number of Gaussians, a 10-fold cross-vadiat
all the speech regions in the recording. Some features syshe [21, p.150]) is used to calculate the log-likelihood of
as mean or standard deviation have statistical character.AMMs with different number of Gaussians. Then, expectation
our configuration, Praat calculates 100 pitch values and Baximization (see [22, p.65]) is used to train the GMM
formant values per second (see [20] for more informatidieconsisting of the previously determined number of Gams3ia
about Praat). The features can be extracted on the segmentsall the feature vectors. Finally, every feature vector is
found by the speech/non-speech detector, what may resdsigned to one of the Gaussians in the GMM. We can group
in very few feature vectors for the clustering because tladl the feature vectors belonging to the same Gaussian into
segments are relatively large compared to typical windae sithe same initial segment. The clustering thus results inra no
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Audio Signal NIST RT-06 development set

Short-Term Long-Term — 45 i
Feature EFeathe —— |CSI Speaker Diarization engine
Extraction xiraction 401 | @ Linear Regression combined with novel initialization |4
Lk ‘ang Term Features Diarization "who spoke when" -&- Linear Regression (fixing the number of Gaussians)
(only Speech) Engine (RTTM file) 35F
¢ Initial Segments
Speech/Non- EM | — 30
Speech Detector Clustering S,
MFCC g 25
(only L
Speech) o)
é 20
Fig. 7. The modified speaker diarization Engine as describ&ection V-C. & 15
10+
uniform initialization where the number of initial clussers
automatically determined. 5
0 1 L L 1
. i 0 100 200 300 400 500 600
C. Estimation of the parametefsand g Speech duration [s]

Combining this estimation of the number of initial clusters
with the linear regression to estimate the number of Ganssidig. 8. Performance of the linear regression model in comlainatiith the
T ; oposed initialization method vs the baseline and the finegression with
per initial clust_e_r, results in an AHC approach Wherg th:'%rfixed number of Gaussians on the NIST RT-06 development set.
two most sensitive parameters are unsupervisedly estimate

as summarized in Equations 4 to 6.

secpergauss = 0.01-speech in seconds 2.6 (4) is used as a feature and combined with MFCCs as in [9].
k = estimated with long-term features (5)N this article we present results for both, SDM and MDM
speech in seconds recordings. In the case of MDM we are using the enhanced
g = (6) channel but we do not use the delays between channels as an

secpergauss - k "
perg additional feature stream.

The modified version of the agglomerative clustering ap- to nogified diarization engine as presented in this article
proach is schematically shown in Fig. 7 Short-term (MFCQ)ay shown in Fig. 7 is compared to the baseline system, see
and long-term (suprasegmental) acoustic features a8t iy 1 For the comparison, several data sets from different
from the audio signal. Th? speech/non-speech deteCtou_DUtRIIST RT evaluations are used. Table V gives an overview over
_ar_\ql the Iong-term acoustic fea_ltu_r €s are use_d to determm_e gﬂ the data sets including some characteristics. To shaw th
initial segmentation for the diarization engine as desib .o, siness of the modified engine against varying recording
previously in this section. Then, the diarization engineuis durations, the different data sets are also split into seggne

as described in Section lll. The performance of the modifi 100. 300 and 500 seconds in the same manner as described
engine is shown in Fig. 8, where it is compared to the engige Seciion V.

using the linear regression and fiximg= 4 [18] and to the
baseline engine. The engine that combines the linear iEgres
with the proposed initialization method has the best oVer
performance.

In [5], the behavior of different speaker diarization erggin
an broadcast news was studied to determine features that
influence the DER most. The authors show, that factors such
as the number of speakers and the number of turns affect DER
most, whereas the show duration has less effect. In order to
demonstrate that this work is not generalizable to meeting
data, we present some characteristics and correlatiorevalu

One of the main concerns when developing a parametdrall data sets used for this work in Table V. We observe
estimation method as presented in the previous sectionshat the correlation values vary considerably for différen
that it might not generalize over all data sets and is taecording conditions (MDM and SDM). This may be caused
specialized on a particular training set. This section gmts by the higher noise level in the SDM recordings and the
our experiments that provide evidence that the automatiissing SDM data for the NIST RT-06 development set.
parameter estimation, and especially the linear regnessso Further, it can be seen that overlapping speech is a signtifica
indeed generalizeable. We tested the presented algorithmschallenge in meeting data. One of the listed features, thst h
all meetings ever provided by NIST for the RT Evaluationa lower correlation value than other features, is the speech
since 2005 in different recording conditions and chunksizeduration (based on our speech/non-speech detector [91). Bu
NIST distinguishes between recordings with multiple distathe correlation is considerably high and this feature isothig
microphones (MDM) and recordings with one single distarne, that we are aware off after the speech activity detectio
microphone (SDM). In the case of MDM, beamforming i@nd therefore we believe that it can be used to estimate
typically performed to produce a single channel out of aihitialization parameters. The statistics show that thea&pr
available ones and often the delay between different channError of the baseline system is growing for longer meetings.

V1. APPLICABILITY OF THE AUTOMATIC PARAMETER
ESTIMATION

Copyright (c) 2009 IEEE. Personal use is permitted. For any other purposes, Permission must be obtained from the IEEE by emailing pubs-permissions@ieee.o
Authorized licensed use limited to: International Computer Science Inst (ICSI). Downloaded on June 11,2010 at 16:52:46 UTC from IEEE Xplore. Restrictions apply.



IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

data set file speech dur| # spkrs| overlap | # turns | baseline (MDM) | baseline (SDM)

count mean mean mean mean SE/Spnsp Error | SE/Spnsp Error
NIST RT-06 dev 12 615s 442 | 9.65% | 193.67 7.10% / 4.60% -
NIST RT-06 eval* 8 909s 525 | 11.65% | 347.63| 15.10% /8.20%| 17.10% / 8.70%
NIST RT-07 eval 8 1'160s 4.38 | 10.28% | 399.25| 11.00% / 6.00%| 15.80% / 6.80%
NIST RT-09 eval 7 1'485s 543 | 17.14% | 622.43 | 18.20% / 10.00%| 24.80% / 10.50%
Correlation with SE (MDM) 0.80 0.92 0.88 0.88
Correlation with SE (SDM) 0.83 0.73 1.00 0.95

TABLE V

SUMMARY OF ALL THE DATA SETS THAT ARE USED DURING THIS WORK SOME CHARACTERISTICS AND THEIR CORRELATION WITH THESPEAKER
ERROR OF THE BASELINE SYSTEM ARE SHOWN AS WELLFOR THE SAKE OF COMPLETENESSTHIS TABLE ALSO SHOWS THESPEECHNON-SPEECH
ERROR. THE NIST RT-0O6EVAL SET ORIGINALLY CONTAINED 9 MEETINGS. ONE OF THE MEETINGS(TNO_200411031130)WAS REMOVED FROM THE
EVALUATION DUE TO CHANNEL CONFUSIONS CAUSED BY RENAMING PRGEDURES

NIST RT-06/RT-07 evaluation sets NIST RT-09 evaluation set

MDM SDM MDM SDM
Duration | Configuration SE Rel. +/- SE Rel. +/- SE Rel. +/- SE Rel. +/-
Entire baseline 12.80% - | 16.40% - | 18.20% - | 24.80% -
Meeting | new initialization | 10.50% | -17.97% | 12.80% | -21.95% | 16.10% | -11.54% | 19.00% | -23.39%
500 baseline 16.40% - | 20.40% - | 18.30% - | 23.80% -
new initialization | 11.80% | -28.05% | 11.80% | -42.16% | 15.50% | -15.30% | 19.40% | -18.49%
300 baseline 23.80% - | 27.40% - | 23.60% - | 27.30% -
new initialization | 14.00% | -41.18% | 14.80% | -45.99% | 17.20% | -27.12% | 18.90% | -30.77%
100 baseline 44.00% - | 50.10% - | 41.10% - | 41.40% -
new initialization | 18.00% | -59.09% | 16.60% | -66.87% | 19.70% | -52.07% | 19.80% | -52.17%

TABLE VI

COMPARISON OF THE NEW INITIALIZATION TO THE BASELINE ON THENIST RT-06, RT-07AND RT-09EVALUATION SETS (MDM AND SDM). ENTIRE
MEETINGS AND SHORTER SEGMENTS ARE COMPAREDONLY THE SPEAKER ERROR IS SHOWN

Table VI compares the performace of the new initializatiol Parameter variation - minimal window length
to the baseline on the NIST RT-06, RT-07 and RT-09 evalu: 2% = 8 5 &
tion sets. These sets were not used for any training or tunir
The results from NIST RT-09 are shown separately. This s
was considered to be different from previous ones because

contains more overlapped speech (up to 37% per meeting) & . P -

more speakers (up to 11). Nevertheless, the proposed appro = — =& 1
behaves robustly on it as well and lowers the DER. Itcantg ¢ o

seen that the novel method improves the performace foreshor 'y ¢-------=-- ° S o
meetings by up to 67 % relative. Even for entire meeting §

(610 - 1525seconds for these sets), the novel initialimatic &,
method performs better than the baseline system (up to 23
relative improvement). This can be explained by the faett th
not only the parameter estimation but also the non-unifori
initialization affects the behavior of the diarization éng
positively (see [17, p.63]). The average relative improgam
by the presented approach measured on all meetings (
hours) is 15% for the MDM recordings and 23% for the SDM
recordings compared to the baseline approach. Fig. 9. Variation of the minimum window length used for the sigmgmental
The presented approach has only one remaining ‘lpsedg@u(e extraction. The performace is consistently bettan the one of the
initialization parameter”, the minimal window length (sed2S¢ine- The behavior on the MDM data is more stable.
Section V) used during the suprasegmental feature exdracti
In another experiment, this parameter is varied to show that
the diarization accuracy is not sensitive to it. For thisqmse, though, whatever reasonable minimum window length is cho-
all the meetings contained in the NIST RT-06, RT-07 angen. the presented approach performs better than thermaseli
RT-09 evaluation sets are processed using different mininfaverall, the results for the SDM recordings vary more, which
window lengths. The results are shown in Fig. 9. In [19], th@ay be explained by the fact that the beamforming in the
window length for the suprasegmental features is set to 500 iYIDM case positively affects feature extraction [23].
therefore we are not considering smaller minimal window Finally, despite of the fact that our proposed approach
sizes. The model constraint “minimum speech duration ofleehaves robust on about 7.5 hours of test data, we have
segment”, presented in Section Ill, is set to 2500 ms, tbheeef performed some experiments with English broadcast neves dat
larger minimal window lengths are not considered. In the eritbm the NIST RT-04 evaluation, to underline the robustradss

--0-- new initialization MDM
—6—ICSl baseline MDM
-4~ new initialization SDM
—&—|CSlI baseline SDM

1500
minimal window length [ms]

gOO 1000 2000 2500
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Configuration RT-06/07/09 MDM | RT-06/07/09 SDM| English broadcast news
baseline § = 16, g = 5) 14.80% 19.50% 18.10%
new initialization 12.60% 15.10% 15.50%
manually tuned on broadcast news= 40, g = 5) 21.40% 25.60% 14.20%

TABLE VII
CROSSDOMAIN: BEHAVIOR OF THE PROPOSED INITIALIZATION ONENGLISH BROADCAST NEWS DATA(NIST RT-04). THE NEW INITIALIZATION IS
COMPARED TO THE BASELINE AND TO A SYSTEM MANUALLY TUNED ON ENGLISH BROADCAST NEWS RESULTS ONMEETINGS(NIST RT-06, RT-07
AND RT-09)ARE SHOWN AS WELL

the proposed approach. In Table VII, the baseline systeen, gpeaker diarization multistream engine that successfidbs
proposed approach and a system, manually tuned on EnghdRCCs in combination with other feature streams to perform
broadcast news, are compared. All the systems are runtbe AHC. This multistream engine also participated in the
the NIST RT-06, RT-07 and RT-09 MDM and SDM dataNIST RT-09 evaluation.

(meetings) and on English broadcast news from the NIST RT-From a speed/performance point of view, the extraction
04. The proposed approach, running completely autombticabf the long-term features and the clustering procedure to
without manual adaption, yields 2.6% absolute improvemeestimate the number of initial clusters and to perform a non-
compared to the baseline and performs 1.3% absolute wousgform initialization adds about realtime to the procegsi
than a manually tuned system on the cross-domain task. Time. On the other hand, the AHC algorithm is sequentially
performance of the system, manually tuned on broadcast nemerging clusters and statically choosing 16 initial cluste
however, drops off on meeting data and performs almost 10%ay be superfluous, especially in the case of shorter meeting
absolute worse than our approach. durations. Thus, by choosing a more appropriate, smallaeva
for the number of initial clusters (as the presented paramet
estimation is doing), fewer merging iterations need to be
performed and the AHC procedure could be sped up.

In this article, we make the following contributions. Fivet We have shown that the approach is robust against meeting
show that the current standard approach for speaker dianza |ength variation in the range from 100 to 1500 seconds. We be-
depends heavily on its initialization parameters. We meaSyjeyve that the approach also applies to longer meeting idmst
how slight variations of the values can have a large impaghd meetings with more speakers. The results of preliminary
on the accuracy of the result. We then identify the two mogkperiments are very promising and we will further explore
important parameters to be the number of initial cluster$ aghjs research direction. We could also implement the amproa
the number of Gaussians, thereby confirming an assumptigna different engine in order to further demonstrate its
that there is an optimal number for the duration of speech thgeneralizability. The idea of estimating the amount of shee
is represented per Gaussian for speaker diarization. We the seconds per Gaussian depending on the quantity of aleilab
explore this relation experimentally and find it to be a fimtt gata that results in choosing an accurate model complexity
with a single global minimum in our search space. Thigight also be beneficial for Speaker Identification purposes
function is then used to infer the number of Gaussians fr@n tfh commercial applications for example, the amount of frajn

speech duration of the recording. We also present a methodfda can probably be reduced if the model complexity is
estimate the number of initial clusters based on a methad thgtimally chosen.
leverages an earlier study on the speaker discriminaloifi0

different suprasegmental features. The two estimatiomoutst ACKNOWLEDGMENT
are pomblned to a novel |n|t|aI|_zat|on method which is then The authors wish to thank H. Bourlard, M. M. Doss, B.
confirmed to work on a set of different corpora. Even thouQII—javre C. Oei and N. Morgan for helpful comments on this
this was not an initial goal, the resulting system outpenfer T '

the current ICSI GMM/HMM-based approach using AHdNork'
significantly. The Diarization Error Rate on short meetiigs
improved by over 50 % relative. The automatic method even
improves over manually tuned parameters on standardHengft] J- Aimera, “A robust speaker clustering algorithm,"lmProceedings of
recordings, as was measured by comparing the novel methods LEP'IEElVXﬂkaOp on Automatic Speech Recognition Understgnaos,
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