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Abstract 
Visual search experiments in static displays have long established that size, color, and 
orientation are elementary features whose attributes are processed in parallel and 
available to guide the deployment of attention. Using a gaze-tracked flicker paradigm for 
change blindness and stimuli rendered identically in space and separately in the 3 
feature dimensions, we investigate whether and how these features distinguish 
themselves in the active deployment of attention during prolonged visual search. We 
find out that visual search does not show any attentional modulation in orientation, 
whereas it engages spatial attention in color with shorter saccades between the same 
color, and it engages featural attention in size with shorter fixation from previewing the 
same size as well as tuning into a particular size. Thus, in terms of dynamic attribute 
processing over time, size, color, and orientation are highly distinctive: Between 
successive fixations, only orientation is truly pre-attentive without any form of priming, 
whereas size and color deploy attention in the featural and spatial domains respectively.



INTRODUCTION

Size, color, and orientation have long been considered
elementary features (Treisman and Gelade, 1980) that
are available to guide the deployment of attention and
visual search (Wolfe and Horowitz, 2004). Their special
status in early visual processing is supported by phys-
iological evidence on how these features could be ex-
tracted with separate sets of dedicated detectors working
in parallel across the entire space (Maunsell and New-
some, 1987). It is also supported by a large volume of
psychophysical evidence on how they can mediate “ef-
fortless” texture segregation, recombine in illusory con-
junctions, and pop out in feature search more with the
presence than the absence of an attribute and despite
some distractor heterogeneity (Treisman and Souther,
1985; Wolfe et al., 1989; Treisman, 1998; Sagi, 1988;
Moraglia, 1989; Wolfe, 2001; Nagy and Sanchez, 1990;
D’Zmura, 1991; Bauer et al., 1996; Bergen and Julesz,
1983; Foster and Ward, 1991; Wolfe et al., 1992; Ca-
vanagh et al., 1990; Wolfe et al., 1999).

While search performance has been instrumental to
the study of visual attention, its interpretation is often
met with considerable reservations. For example, search
is easier for a target defined by a single feature (“verti-
cal”) than by a conjunction of features (“red+vertical”),
but efficiency is not guaranteed even when a unique at-
tribute defines the target of search. As can be under-
stood from a signal detection point of view, search ef-
ficiency increases with target-distractor difference (sig-
nal) and decreases with distractor-distractor difference
(noise) (Duncan and Humphreys, 1989; Verghese, 2001;
Eckstein, 1998; Palmer et al., 2000). Search for a target
defined by a unique basic feature can be made arbitrar-
ily difficult if the target-distractor difference can be made
arbitrarily small, whereas search for targets not defined
by a unique basic feature cannot be made arbitrarily easy
by increasing that difference (Nagy and Sanchez, 1990;
D’Zmura, 1991; Bauer et al., 1996).

We consider search behaviours instead of search perfor-

mance to be more revealing about the active deployment
of visual attention, and about fundamental differences in
the dynamics of featural processing over time.

We employ change detection in a flicker paradigm as
a difficult visual search task to engage active search be-
haviours from the subject. This paradigm induces the so-
called change blindness phenomenon, where a large dif-
ference between two otherwise similar images becomes
strikingly difficult to detect with a blank inbetween, even

with repeated presentations (Rensink et al., 1995). With-
out the blank, the change elicits a singular motion signal
which automatically draws the viewer’s attention to the
location of change; with the blank, the motion signal as-
sociated with the change is disrupted and overwhelmed
by those motion transients between either image and the
blank, which effectively mask the location of change.

Change blindness has been observed on real scene
images under flickers (Rensink et al., 1995), saccades
(Grimes, 1996), blinks(O’Regan et al., 2000), movie cuts
(Levin and Simons, 1997), real-world interactions (Si-
mons and Levin, 1998), mudsplashes(O’Regan et al.,
1999). The wide variety of blindness conditions suggests
that our seemingly complete visual impression under
normal viewing is achieved not by a spatiotopic buildup
of visual details with multiple eye fixations (Feldman,
1985; Trehub, 1991), but by a constant validation of
visual aspects through a continuous access to the visual
scene (Irwin, 1991; Kahneman et al., 1992; Pollatsek
and Rayner, 1992; Irwin and Andrews, 1996; Hender-
son, 1997; O’Regan et al., 2000; Rensink, 2002).

While the majority of change blindness works focus on
how high-level knowledge such as tasks and scene con-
text engages visual attention (Rensink et al., 1997), we
show that change blindness also provides an excellent
testbed for understanding how low-level visual process-
ing engages visual attention (Wolfe et al., 2006).

First, change blindness allows us to decouple the tar-
get of feature search from visual saliency in the space.
Our target is defined not by one of the feature attributes,
whose effect on attention is the focus of our investiga-
tion, but by the fact that the attribute is changing over
time. At any instance in time, the attributes of our stim-
uli are uniformly random everywhere, so that the target
cannot draw attention to itself, but has to be discovered
with active search in the space. Consequently, the search
behaviour, such as the influence of what is being looked
at on what is to be looked at, becomes more interesting
than the performance of final detection, such as detec-
tion accuracy or detection time.

Secondly, change blindness allows us to study the ef-
fect of attentional cues in a more natural setting. A com-
mon experimental setup for studying attention is to have
the subject detect a target after seeing a precue which
may or may not be helpful for priming the target location
or attribute (Eriksen and Yeh, 1985; Hoffman and Sub-
ramaniam, 1995; Yeshurun and Carrasco, 2008; Green-
wood and Parasuraman, 1999, 2004; Muller et al., 2003;
Geyer et al., 2006; Becker and Horstmann, 2009; Ander-
son and Folk, 2010; Kristjansson and Campana, 2010).
The cue effectiveness is then reflected in the task perfor-
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mance, e.g. shortened reaction time with an informa-
tive cue. Our experiments have no artificial precues. We
record the subject’s eye movements during the search,
and examine whether the previous fixation has any ef-
fect on the current fixation. In essence, we regard the
item of each fixation as a precue to the next one, with
the precue itself carrying information not so much about
the target’s attribute or location as about the search be-
haviour itself.

We investigate how size, color, and orientation differ
in the dynamic attribute processing over time.

We conduct a gaze-tracked change blindness experi-
ment using stimuli rendered identically in the space and
separately in size, color, and orientation dimensions. We
first establish in Experiment 1 that the target defined by
the flickering change between two attributes is equally
difficult to detect among the 3 features when spatial
search is not needed. We find out in Experiment 2 that,
when spatial search is needed, size, color, and orienta-
tion are highly distinctive in the search behaviour be-
tween successive fixations: There is no priming of any
kind for orientation, but there is spatial priming for color
and featural priming for size.

In particular, the attribute itself has an impact on
search only for size, but not for color or orientation
(Farell and Pelli, 1993; Verghese and Pelli, 1994; Zelin-
sky, 2001; Hollingworth et al., 2001; Anderson and Folk,
2010). Furthermore, there is a preview benefit of short-
ened fixation which does not diminish over distance, op-
posite to what the zoom-lens metaphor of visual atten-
tion would predict (Eriksen and Yeh, 1985; Eriksen and
James, 1986; Castiello and Umilta, 1990; LaBerge et al.,
1997; Greenwood and Parasuraman, 2004).

EXPERIMENT 1

The purpose of this experiment is to establish that our
target of search in Experiment 2 is comparable among
the 3 features: Change detection performance is com-
parable between small and large, or between black and
white, or between horizontal and vertical. The two at-
tributes themselves also have comparable no-change de-
tection performance within each dimension.

Method

Stimuli. There are 6 kinds of disks, with 2 attributes
for each of the 3 features (Fig. 1). Size has 2 radii, 0.45◦

for small and 1.35◦ for large. Color has 2 values, 0.3
for black and 0.7 for white on 0 − 1 value scale, i.e.
77 and 179 for the 0 − 255 grayscale range. Orienta-
tion has 2 angles, 0◦ for horizontal and 90◦ for verti-
cal, with disk radii 0.45◦ × 1.35◦ along two directions.

Both size and orientation stimuli are of black value 0.3.
Color stimuli are of medium disk radius 0.9◦. The back-
ground is of neutral gray value 0.5. A trial for each
feature dimension could involve any of the 4 attribute
pairs: (1, 2), (2, 1), (1, 1), (2, 2), with a change present in
the first two pairs and absent in the second two pairs.

attribute # size color orientation

1

2

Figure 1: Disk stimuli are rendered on a neutral gray back-

ground with two attributes for each dimension. Size has

two radii, 0.45◦ for small and 1.35◦ for large. Color has

two values, 0.3 for black and 0.7 for white on 0 − 1 value

scale. Orientation has two angles, 0◦ for horizontal and

90◦ for vertical, with disk radii 0.45◦ × 1.35◦ along two di-

rections. A trial could involve any of the 4 attribute pairs:

(1, 2), (2, 1), (1, 1), (2, 2).

Apparatus. Stimuli are displayed using a Panasonic
PT-LB50NTU Projector with 2000 ANSI lumens in image
brightness onto a screen mounted at the back of a 4.3m
× 8.8m room with no other lighting. The display extends
25.6◦×34.1◦ at a viewing distance of 5 meters. A 3.2GHz
Dell Precision computer controls an eye tracker as well
as the stimulus presentation.

Procedure. Each trial begins with a 1-second display
of a neutral gray background. A fixation cross of radius
0.5◦ rendered in a random-dot texture pattern is subse-
quently shown at the center of the display for 500 ms,
prompting the subject to gaze at the center. The first
disk is shown 1 second after the disappearance of the
cross, followed by the blank background and then the
second disk, both the disks and the blank presented for
120ms each. A choice screen is then on for 1.5 seconds,
during which the subject is required to respond as soon
as possible whether the two disks are the same or differ-
ent by pressing a left or right key in correspondence to
the two displayed choices. The next blank background
image indicates the start of next trial (Fig. 2).

There are 16 trials for each of the 4 attribute pairs in
each of the 3 feature dimensions, resulting in a total of
16 × 4 × 3 = 192 trials. These trials are completely ran-
domized for each subject. The subject is given as many as
needed practice trials in the beginning of the experiment
to be familiarized with the procedure.

Participants. 15 Boston College students, with nor-
mal or corrected-to-normal vision, naive with respect to
the experimental hypotheses, participated after provid-
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random-texture cross
500ms

fixatio
n

1000ms
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Figure 2: Each trial goes through fixation, stimulus, and choice stages. The fixation cross of radius 0.5◦, rendered in a

random-dot texture to avoid interference with disk stimuli, is displayed for 500ms before disappearing. After 1 second

of a blank screen, disk 1 (e.g. small), blank, and disk 2 (e.g. large) are shown in succession for 120 ms each. A choice

screen is presented, and the subject is required to respond as soon as possible with a keypress before the blank screen is

on in 1.5 seconds, indicating the start of next trial.

ing informed consent and were compensated with cash.

Analysis & Visualization. We treat the data from all
the subjects as samples from a single subject population,
since we are interested not in individual subjects’ detec-
tion performance, but in the featural processing overall.
We perform ANOVA tests on measurements to evaluate
whether their differences are statistically significant be-
tween attributes or between feature dimensions.

Significant differences (p < 0.05) are visualized in
black p values and dashed lines connecting two condi-
tions in comparison. Insignificant differences (p ≥ 0.05)
are indicated with grayed out p values and solid lines.

We use error plots of a measurement, where the mean
is marked by � for size, • for color, and � for orientation.
When comparing the 3 features, the p value from testing
differences among 3 features (n-way ANOVA) is marked
in the legend, and the p value from testing differences be-
tween any 2 features (two-sample t-test) is marked in the
plot. When comparing 2 attribute conditions, we mark
the p value in the legend, with significance visualized in

the line connecting them in the plot.

In short, dashed lines indicate significant differences.

Results

We evaluate detection performance with both accu-
racy and time. The detection time is measured from the
choice screen onset to the subject’s keypress response.

Fig. 3 shows that detecting a change or no-change
is equally accurate and fast between the 2 attributes in
each feature dimension. That is, there is no distinction
between 2 attributes in the detection performance.

Fig. 4 shows that detecting a change is equally accu-
rate and fast among the 3 feature dimensions, whereas
detecting a no-change is more accurate and faster in
color than in size or orientation.

Fig. 3 and Fig. 4 taken together, we have 3 conclu-
sions. 1) The two attributes are equally salient in its
own feature dimension, with comparable no-change de-
tection performance when spatial search is not needed.
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change no change

attribute 1 <−> 2 attribute 2 <−> 1

85

90

95

100

p=0.50 size
p=0.34 color
p=0.25 orient.

change detection accuracy (%)

attribute 1 <−> 1 attribute 2 <−> 2

85

90

95

100

p=0.89 size
p=0.38 color
p=0.83 orient.

no−change detection accuracy (%)

attribute 1 <−> 2 attribute 2 <−> 1

385

410

435

460

p=0.82 size
p=0.90 color
p=0.22 orient.

change detection time (ms)

attribute 1 <−−> 1 attribute 2 <−> 2

385

410

435

460

p=0.13 size
p=0.16 color
p=0.22 orient.

no−change detection time (ms)

Figure 3: The 2 attributes in each feature are not differ-

ent in the detection performance: The accuracy (top) and

time (bottom) are comparable for detecting either a change

(left) or a no-change (right). “Attribute i ↔ j” denotes at-

tribute pairs of (i, j) and (j, i), e.g. “Attribute 1 ↔ 2” for size

refers to all the trials involving small to large and large to

small changes.

2) The no-change detection performance is equivalent

change no change

size color orientation

85

90

95

100

p=0.45 p=0.50
p=0.92

change detection accuracy (%): p=0.69

size color orientation

85

90

95

100

p=0.04 p=0.01

p=0.65

no−change detection accuracy (%): p=0.05

size color orientation

384

408

432

456

p=0.57
p=0.20

p=0.50

change detection time (ms): p=0.45

size color orientation

384

408

432

456

p=0.03 p=0.03

p=0.91

no−change detection time (ms): p=0.06

Figure 4: Detecting a change in the attribute is equally

accurate (left top) and fast (left bottom) between the 3

features, whereas detecting a no-change is more accurate

(right top) and faster (right bottom) in color than in size or

orientation, the two of which are comparable. The signif-

icance of a difference is measured by the p value: the one

in the top legend for comparison among 3 features, those

in the plots for comparison between 2 connected features.

Dashed lines indicate significant differences (p < 0.05).

between size and orientation, both worse than color: It
is faster and more accurate in black or white than in
small, large, horizontal or vertical. 3) The change de-
tection performance on a target flickering between our
2 attributes is equivalent among size, color, and orienta-
tion.

EXPERIMENT 2

The purpose of this change blindness experiment is
to investigate how an attribute influences search be-
haviours for detecting and locating an attribute change
which is comparable among the three feature dimen-
sions. We show that size, color, and orientation engage
attention in different ways: reduced fixation time for
size, reduced saccade distance for color, and no impact
for orientation.

Method

Stimuli. The flicker stimuli for the 3 feature dimen-
sions are rendered in the identical spatial layout with
the two-attribute sets studied in Experiment 1 (Fig. 1).
Each stimulus involves a pair of 24-disk images which are
identical except for one disk. These 24 disks are located
centrally on a regular 4 × 6 grid, with an inter-disk dis-
tance of 5.4◦, which is 4 times the maximal radius a disk
could assume. The 1st image of the stimulus consists of
uniformly randomly distributed 12 attribute-1 disks and
12 attribute-2 disks. The 2nd image changes any one of
the 24 disks from one attribute to the other (Fig. 5).

Apparatus. Stimuli are displayed using a Panasonic
PT-LB50NTU Projector with 2000 ANSI lumens in image
brightness onto a screen mounted at the back of a 4.3m
× 8.8m room with no other lighting. The display ex-
tends 25.6◦ × 34.1◦ at a viewing distance of 5 meters.
Gaze data are recorded with a Tobii x50 eye tracker at
50Hz sampling rate and 0.5◦-0.7◦ accuracy. Two clock-
synced 3.2GHz Dell Precision computers control the eye
tracker and the stimulus presentation respectively. The
eye tracker is calibrated with the subject’s gaze directions
at the beginning of each data recording session.

Procedure. Each trial begins with 2-second display
of a neutral gray background. A fixation dot of radius
0.5◦ is shown at the center of the display for 0.5 second,
prompting the subject to gaze at the center. The flicker
stimulus, in the sequence of disk image 1, blank, disk
image 2, and blank, is then repeatedly presented for 120
ms each. Once the subject issues a mouse click to indi-
cate his detection of the change, the last seen disk image
is presented again till the subject indicates the location
of change with another mouse click (Fig. 6).

There are 3 sessions, each using a different set of ran-
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flicker stimuli size color orientation

identical
spatial layout

1 2 1 2 1 2

1st image
1 2 1 1 2 1
2 1 2 2 2 1
1 1 1 2 2 2
2 2 2 1 1 1

2nd image
1 2 1 1 2 1
2 1 2 2 2 1
1 1 1 2 2 2
2 2 2 1 1 2

Figure 5: Flicker stimuli are rendered in the same spatial layout with the two- attribute sets studied in Fig. 1 for size,

color, and orientation. The 1st image contains 12 attribute-1 disks and 12 attribute-2 disks in a uniformly random spatial

distribution. The 2nd image is identical to the 1st image except that 1 disk changes its attribute. It could be any of the 24

disks. The disk of change here is circled in both layout matrices.

fixation

1000ms

stim
ulus

120ms per frame

detection

mouse click

localization

mouse click

Figure 6: Each trial goes through fixation, stimulus, detection, and localization stages. A fixation dot is displayed for 1

second before the onset of the flicker stimulus, with disk image 1, blank, disk image 2, blank repeatedly presented at

120ms each. The subject issues a mouse click as soon as he detects the change, and the display is frozen at the last seen

disk image, prompting him to localize the change by clicking the disk of change. A blank screen is then displayed for 2

seconds before the start of next trial.
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dom stimuli. Each session has 3 blocks of 24 trials each,
one trial for one change location and one block for one
feature dimension. The trials are completely randomized
in a block, and the order of blocks are also randomized
and balanced among the subjects.

The subject is told that two images differing in only
one disk are presented repeatedly. His task is to detect
the changing disk. With his hand on a mouse, he should
issue a click as soon as he detects the change. The flicker-
ing then stops at the last seen disk image, and he should
click the disk which he believes has changed.

Participants. 25 Boston College students, with nor-
mal or corrected-to-normal vision, naive with respect to
the experimental hypotheses, participated after provid-
ing informed consent and were compensated with cash.

Analysis & Visualization. As in Experiment 1, we
treat the data from all the subjects as samples from a sin-
gle subject population, since we are interested not in in-
dividual subjects’ detection performance, but in the fea-
tural processing overall. We perform ANOVA tests on
measurements to evaluate whether their differences are
statistically significant between 2 attribute conditions in
each feature dimension. We use error plots of a mea-
surement, where the mean is marked by � for size, • for
color, and � for orientation.

Significant differences (p < 0.05) are visualized in
black p values and dashed lines connecting two condi-
tions in comparison. Insignificant differences (p ≥ 0.05)
are indicated with grayed out p values and solid lines.

Results

Fig. 7 shows how detection performance is different
for the 3 feature dimensions when searching an equiva-
lent change target among items of identical spatial lay-
out. Fig. 9, Fig. 10, and Fig. 11 show respectively how
search behaviours differ in the featural, spatial, and tem-
poral domains to give rise to the distinctive performance.

Detection Performance. We evaluate detection per-
formance with both accuracy and time. The detection
time is measured from the flicker stimulus onset to the
subject’s first mouse click for indicating a detection.

Fig. 7 shows that when spatial search is needed, even
among items of identical spatial layout, detecting an
equivalent attribute change in the 3 feature dimensions
yields different performances: it is most accurate and
fastest in size, less in orientation, and least in color.

This result is the opposite of the detection perfor-
mance without the need for spatial search, which is bet-
ter in color than in size or orientation (Fig. 4). Specif-
ically, detecting a change is equally accurate and fast,

size color orientation

93

95

97

99

p=0.00

p=0.14

p=0.03

detection accuracy (%): p=0.00

size color orientation

2.6

2.8

3

3.2

p=0.00

p=0.00

p=0.02

detection time (s): p=0.00

Figure 7: Detecting a flickering attribute change with spa-

tial search in an array of items is best (most accurate and

fastest) in size, worse in orientation, and worst in color.

The accuracy (left) and time (right) are different (p < 0.01)

between the 3 features (dashed lines), except that the accu-

racy in color is about the same as that in orientation (solid

line).

and detecting a no-change is most accurate and fastest
in color, and equally accurate and fast in size and orien-
tation.

Clearly, the detection performance with spatial search
cannot be understood singularly from the isolated per-
formance on individual items. It must be the search be-
haviour from item to item that has altered the outcome.
In particular, we examine how the feature attribute in a
previous fixation influences what to look at (featural do-
main), where to look next (spatial domain), and how to
look (temporal domain).

Featural Transitions. Fig. 9 shows that visual search
is more likely to explore an attribute different from the
current one in the 3 feature dimensions except size.

We first make a simplifying assumption to associate
each fixation with the attribute of the nearest disk in the
4 × 6 disk array. This is supported by Fig. 8, where fixa-
tions cluster around the disk centers in the stimulus.

We can then count how many times an attribute is
looked at and how many times visual search stays at the
same disk or jumps to another disk with the same or dif-
ferent attribute. These are captured in statistics πi, Si,
and Pij , with i and j denoting attributes:

• The stationary probability πi is the proportion of fix-
ations at attribute i among all the fixations;

• The staying probability Si is the proportion of suc-
cessive fixations at the same disk of attribute i;

• The transition probability Pij is the proportion of
saccades towards j given the current fixation at i.

We disregard distance and contextual factors since: 1)
All the attributes are uniformly randomly distributed in
the space; 2) Stimuli have the identical spatial layout
among the 3 features (Fig. 5). Differences in these statis-
tics must be attributed to features themselves.
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Figure 8: Fixations cluster around the disk centers (+) in

the stimulus. Shown is the total fixation count distributed

over the entire image, smoothed with a Gaussian of stan-

dard deviation 0.5◦, the fixation radius. The image center

gets most fixations, since every trial starts with the subject

fixating the center.

There are essentially 3 action choices at each fixation:
keep looking at the same disk, or jump away to a differ-
ent disk with the same or different attribute.

According to Si in Fig. 9, the chance of staying is
about 1

3
for every attribute. According to πi, the chances

of visiting the two attributes are overall equal for orienta-
tion, but different for size and color: more visits to large
than to small, and more visits to black than to white.

The most interesting finding comes from Pij: While
the attributes are uniformly random, our eyes do not act
like a blind space wanderer. For both color and orienta-
tion, it is more likely to explore a different attribute in
the next fixation, whereas for size, it is more likely to ex-
plore the same large disk. In other words, search in size
tends to stay within the group of large disks.

What distinguishes size from color and orientation is
that visual search selects a particular size not a particular
color and orientation. It is clear by all 3 accounts of πi,
Si, and Pij , search in orientation does not discriminate
between horizontal and vertical. By πi, search in color
seems to stay away from white, yet by Pij , it has no ten-
dency to stay in the group of black (or white) disks. Only
for size, by πi there is a preference for large and by Pij

there is the same preference to stay with large.

In fact, the featural transition matrices in Fig. 9 repre-
sents 3 different types of Markov chains: Size has large
as an attractive state, color has white as a repellent state,
and orientation has horizontal and vertical as reversible
states. Only search in size navigates by a particular at-
tribute and is selective in the attribute itself.

Next we investigate whether the featural bias to the
same attribute for size and to the different attribute for

feature stationary & transition probability

size

Pij Siπi

.27 .40 .33

.31 .39 .30

.45

.55

color

Pij Siπi

.34 .36 .30

.40 .29 .31

.53

.47

orientation

Pij Siπi

.31 .37 .32

.36 .32 .32

.50

.50

Figure 9: Feature transition with gaze shows that all the

saccades are more likely to explore a different attribute ex-

cept for size. Let i and j denote attributes, or row and

column indices into the transition table. πi is the overall

probability of looking at i. Pij is the probability of saccad-

ing to j at i. Si is the probability of staying at the same disk

of attribute i. For example, for size, π shows that 45% of all

the fixations look at small and 55% at large. The 2nd row

of P and S shows that upon fixating at a large disk, there

is 30% chance of staying at it, 31% chance of saccading to

a small disk and 39% chance to another large disk. These

3 numbers add to 1, since there are only 3 choices at each

fixation: stay, or saccade away to the same or different type

of disks. The most likely action is highlighted in red. While

the chance of staying is about 1

3
, all the saccades tend to go

to a different attribute except for size, where looking at an-

other large disk is more likely. Search in color tends to stay

away from white, whereas search in orientation switches

between the two attributes indiscriminately.

color and orientation manifests itself in the spatial and
temporal behaviours of visual search. We analyze sac-
cade distance and fixation time according to gaze transi-
tions from the same and different attribute.

Saccade Distance. Fig. 10 shows that the saccade
distance does not depend on what is looked at previously
except for color.

For color, the saccade distance is 0.5◦ shorter if
the previous attribute is the same as the current one,
whereas for size and orientation, it is comparable
whether the previous attribute is the same or differ-
ent. Even in the same-attribute condition, the distance
is shorter (p < 0.001) for color than for size and orienta-
tion, which are comparable (p = 0.65).
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same−attribute different−attribute

6.8

7.2

7.6

8

p=0.30 size
p=0.00 color
p=0.94 orient.

saccade distance (o)

Figure 10: The saccade distance depends on what is looked

at previously only for color, not for size or orientation. A

shorter range of search ensues only when looking at the

same color (dashed line).

same−attribute different−attribute

300

340

380

420

p=0.03 size
p=0.34 color
p=0.73 orient.

fixation time (ms)

same−attribute different−attribute

300

340

380

420

p=0.03 size
p=0.29 color
p=0.46 orient.

fixation time (ms): 4o saccades

same−attribute different−attribute

300

340

380

420

p=0.02 size
p=0.80 color
p=0.82 orient.

fixation time (ms): 22o saccades

short saccades long saccades

Figure 11: The fixation time depends on what is looked

at previously only for size (dashed lines), not for color or

orientation, and the effect of shortened fixation from pre-

viewing the same attribute does not diminish over distance.

Top) Shortened fixation ensues only when looking at the

disks of the same size. Bottom) This preview benefit ap-

plies to both short saccades of [0.5◦, 8.5◦] (i.e. about 1 disk

away) and long saccades of [12◦, 32◦] (i.e. at least 2 disks

away).

Several sources show that color search could be influ-
enced by the previously looked color (Folk et al., 1992;
Maljkovic and Nakayama, 1994; Found and Muller,
1996; Muller et al., 2003). We show that search in color
engages spatial attention, and shorter-range search en-
sues when and only when moving between the same
color.

Fixation Time. Fig. 11(Top) shows that the fixation
time does not depend on what is looked at previously
except for size.

In fact, if the previous attribute is different, the fixa-
tion time is the same (p = 0.46) for the 3 features; if the
previous attribute is the same, the fixation time is 33 ms
less (p < 0.001) for size than for color and orientation,
with no difference between small and large (p = 0.96).
These results suggest that only size has a preview ben-
efit: While the fixation time on a disk does not change
whether the color or orientation of disk is the same as
the previous one, it is shortened if the size of the disk is
the same as rather than different from the previous one.

Fig. 11(Bottom) shows that the preview benefit for
size does not diminish over saccade distance. While the
fixation time increases with the distance, the preview
benefit nonetheless retains (if not increases) its magni-
tude even after saccades of more than 12◦.

Summary. According to Experiment 1, without the
need for spatial search, detecting the presence of our 2-
attribute change is equally accurate and fast among the
3 feature dimensions, whereas detecting the absence of
attribute change is most accurate and fastest in color, and
equally accurate and fast in size and orientation.

Given an identical spatial distribution of such at-
tributes with a single change target, from the isolated
change/no-change detection performance, one would
expect change detection with spatial search to be most

attention size color orientation

featural selection ✔ ✘ ✘

spatial selection ✘ ✔ ✘

temporal selection ✔ ✘ ✘

Figure 12: Size, color, and orientation engages attention in

different forms of selection between successive fixations.

There is a same-feature bias and shortened fixation on the

same attribute for size, making detection more time effi-

cient at the same spatial search capacity. There is a spa-

tial focusing bias for color when successively looking at the

same colors, reducing and jeopardizing the spatial cover-

age of search. There is not any form of priming in featural,

spatial, or temporal domain for orientation.
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accurate and fastest in color, and equally accurate and
fast in size and orientation, yet according to Experiment
2, we find out that the performance is in fact the best in
size, worse in orientation, and worst in color.

The key factor contributing to this discrepancy is that
size, color, and orientation employ different forms of se-
lection during prolonged active search (Fig. 12): The at-
tribute in a previous fixation influences what to look at
(featural domain), where to look next (spatial domain),
and how to look (temporal domain).

For size, visual search is more likely to visit the same
(and a particular) feature, which combined with short-
ened fixations at previewed attributes results in the best
performance among the 3 features. For color, visual
search reduces the range of spatial exploration when
moving between the same colors, resulting in the worst
performance among the 3 features. For orientation,
there is no priming of any form, which results in a neu-
tral performance that is worse than size but better than
color.

DISCUSSIONS

Visual search behaviors in static displays have demon-
strated that size, luminance, color, and orientation are
elementary features extracted with separate sets of de-
tectors responding in parallel across the visual scene. In
schematic diagrams as well as computational models on
visual saliency (Treisman, 1998; Itti and Koch, 2001; Tor-
ralba, 2004), image segmentation (Malik et al., 2001), or
recognition (Riesenhuber and Poggio, 1999; Lowe, 2003;
Zhang et al., 2006; Serre et al., 2007), it is invariably
assumed that elementary features at all scales are pro-
cessed and available simultaneously.

We use an active visual search task (Cavanagh
and Mather, 1989; Cavanagh, 1991, 1992) in the
change blindness flicker paradigm (Rensink et al., 1995;
Rensink, 2000) to reveal their distinctive personalities in
the dynamic deployment of visual attention, i.e., selec-
tive processing in the featural, spatial, and temporal do-
mains between successive fixations.

When searching a target among an array of items, the
performance is dominated not by the detection perfor-
mance on individual items (Experiment 1) but by the
search behaviour from item to item (Experiment 2). The
former would predict better performance in color than in
size and orientation, while the the actual performance is
best in size, worse in orientation, and worst in color.

The performance ranking is reversed because, while
visual search does not enhance processing in any domain
for orientation between successive fixations, it deploys

spatial focusing for color, and provides featural priming
and temporal shortening for size.

Orientation turns out to be the only feature dimen-
sion that is truly pre-attentive (Treisman and Gelade,
1980; Maunsell and Newsome, 1987; Bergen and Julesz,
1983; Cavanagh et al., 1990; Foster and Ward, 1991;
Wolfe et al., 1992, 1999; Wolfe and Horowitz, 2004),
with no priming effects of any kind between fixations.

Color engages spatial attention when visual search
navigates between items of the same attribute. The
range of spatial search is reduced when looking at the
items of the same color in successive fixations, thereby
hurting the change detection performance.

This property is unique to color, not to size or orien-
tation. It cannot be explained by any theory of a retinal
origin: Our color stimuli are black and white disks, not
disks of different hues which can only been seen in the
fovea, and there is also no reduction in the distance when
saccading between black and white disks.

Attribute-specific cuing effects, i.e. expedited detec-
tion with a top-down or inter-trial cuing, have been ob-
served for color, but not for orientation (Folk et al., 1992;
Maljkovic and Nakayama, 1994; Found and Muller,
1996; Muller et al., 2003). We show that visual search
within the same trial narrows the spatial focus only when
saccading between items of the same color. This result
could thus reflect the engagement of spatial attention by
color-specific cuing from one fixation to the next.

Size engages featural attention when visual search
navigates between items of the same attribute. The du-
ration of a subsequent fixation at the same attribute is
shortened over any saccade distance, thereby improving
the change detection performance.

A saccade towards a peripheral location in the visual
field often requires orienting attention to that location
(Hoffman and Subramaniam, 1995). Spatial attention
enhances visual processing, e.g. faster and more accu-
rate processing of luminance and form (Downing, 1988;
Hawkins et al., 1990), and shortening the subsequent fix-
ation on the same object surrounding that location (Hen-
derson et al., 1989).

However, our preview benefit result of shortening the
subsequent fixation cannot be explained by orienting at-
tention spatially to the next item with every saccade in
visual search, since it only exists for size, not for color or
orientation, and it only exists between items of the same
size. What it suggests instead is that attention can be
allocated to a particular location as well as a particular
size, but not a particular color or orientation.

This featural attention for size is different from the
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spatial attention for color: The former enhances the pro-
cessing of the size attribute itself through reduced fixa-
tion on the item of the same size irrespective of the sac-
cade distance, whereas the latter only reduces the sac-
cade distance to reach the next item of the same color
without any benefit on processing that item.

Visual attention is often likened to the zoom-lens of
a camera, where a beam of focus can be directed to a
selected region in the visual field. Compared to the spot-
light metaphor, the zoom-lens metaphor emphasizes the
trade-off between the size of the beam and the resolu-
tion of the beam: Attention can either be sharply focused
on a small region or coarsely distributed over a wide
area (Eriksen and Yeh, 1985; Eriksen and James, 1986;
Castiello and Umilta, 1990; Theeuwes, 1993; LaBerge
et al., 1997; Greenwood and Parasuraman, 1999, 2004).

The attentional scaling model of visual search postu-
lates that visuospatial attention possesses two indepen-
dently deployed properties: shifting in space and vary-
ing in scale (Greenwood and Parasuraman, 1999). It has
been shown that the size of the precue directly affects the
size of the attentional beam, and it facilitates search only
when the precue correctly indicates the location of a tar-
get fixed in size (Greenwood and Parasuraman, 2004).
It has also been shown that implicit memory for the size
of the attentional focus can guide visual search even in
the absence of feature or position priming, or distractor
contextual effects (Fuggetta et al., 2009). Our preview
benefit result, which exists only for successive fixations
on the same size, is consistent with these findings.

The zoom-lens metaphor implies that the scale of at-
tention is narrowband: The visual system processes one
stimulus size at a time, and it must pass attentionally
through intermediate sizes in order to select a different
size. In an attempt to measure the scale bandwidth of
attention (Verghese and Pelli, 1994) and the relation be-
tween attending to stimulus size and attending to spatial
area, Farell and Pelli have found out that the scale tuning
is task-dependent: Subjects are poorer at localizing a tar-
get in mixed-scale displays than in single-scale displays,
but their ability to identifying the target is unimpaired
(Farell and Pelli, 1993). That is, one can only attend to
one size at a time for localizing, but can attend to large
and small at the same time for identifying. Since our
change blindness task requires spatial search and local-
ization of the change target, our observation that only
size not color or orientation can tune into a particular at-
tribute is in accordance with the previous work as well.

Our result that the preview benefit for size does not di-
minish over distance breaks the zoom-lens metaphor on
its view that attention has a trade-off between resolution

short saccades long saccades

attribute 1 −> 1 attribute 2 −> 1

300

340

380

420

p=0.22 size
p=0.76 color
p=0.15 orient.

fixation time (ms): 4o saccades

attribute 1 −> 1 attribute 2 −> 1

300

340

380

420

p=0.03 size
p=0.61 color
p=0.46 orient.

fixation time (ms): 22o saccades

attribute 2 −> 2 attribute 1 −> 2

300

340

380

420

p=0.04 size
p=0.25 color
p=0.83 orient.

fixation time (ms): 4o saccades

attribute 2 −> 2 attribute 1 −> 2

300

340

380

420

p=0.29 size
p=0.84 color
p=0.28 orient.

fixation time (ms): 22o saccades

Figure 13: The fixation is shortened from previewing the

same size (not color or orientation), and the effect is most

significant (dashed lines) for small afar (top right) and for

large nearby (bottom left). “Attribute i → j” denotes pre-

vious fixation at i and current fixation at j, e.g. the top

row compares the fixation time on small from previewing

small and large, over short (left) and long (right) distances.

Short saccades are about 1 disk away ([0.5◦, 8.5◦]) and long

saccades are at least 2 disks away ([12◦, 32◦]).

and coverage. According to the zoom-lens metaphor, if
the resolution of the attentional beam becomes finer, the
size of the beam becomes smaller. In other words, if the
visual system attends to small, the preview benefit for
a subsequent fixation at small should reduce over the
saccade distance. Fig. 11 shows that the preview ben-
efit holds for a long saccade. Fig. 13 provides an even
stronger argument: Previewing a small disk in fact most
significantly shortens the fixation at another small disk
far away, and previewing a large disk most significantly
shortens the fixation at another large disk nearby.

It seems counter-intuitive that the preview benefit is
most significant for small over long saccades and for
large over short saccades. It may be explained by the
retina’s non-uniform spatial resolution. The benefit is
not much for small over short saccades, probably be-
cause the high-resolution fovea is already tuned to small
details, and it is the low-resolution periphery that could
use the help. Conversely, the preview benefit is not much
for large over short saccades, probably because the low-
resolution periphery is already tuned to coarse details,
and it is the fovea that could use the help.

The interaction between attention and the non-
uniform resolution of the human eye has been inves-
tigated by Yeshurun and Carrasco (Yeshurun and Car-
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rasco, 1998, 2008). Using a texture segmentation task
which requires fine-scale processing, they show that per-
formance is improved at a peripheral location (and im-
paired at a central location) only for a small cue attract-
ing attention to that location. That is, attention enhances
spatial resolution at the attended location when it is at-
tracted to that location by a small cue but does not lower
resolution when it is attracted by a large cue.

Our understanding of the preview benefit in size ques-
tions their interpretation of the results that attention can-
not adapt its operation on spatial resolution based on
the size of the attentional cue (Yeshurun and Carrasco,
2008). While they systematically manipulated the cue
size, they did not vary the texture resolution. Conse-
quently, they only observed small cues’ benefits on fine
resolution, not large cues’ benefits on coarse resolution.
Our prediction is that a texture segmentation or another
visual task which requires coarse-scale processing would
show improved performance with a large cue attracting
attention to a central location not a peripheral location.

To conclude, change detection of a target flickering
between two attributes among randomly distributed at-
tributes rendered identically in space and separately in
size, color, and orientation shows that the 3 elementary
features have distinctive processing characteristics: Ori-
entation is truly pre-attentive with no priming in feat-
ural, spatial, or temporal domain, color engages spatial
attention with shorter saccades between the same colors,
and size engages featural attention with attribute tuning
and a preview benefit. In other words, with a preview
benefit, attention can select a particular location and a
particular size, but not a particular color or orientation.
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