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Abstract

The following article describes the use of an acoustic diarization engine for duplicate
detection on broadcast news. Diarization is typically used to partition audio into speaker
homogeneous regions, or in other words, to determine “who spoke when.” In this
setting, however, we use diarization to segment the recordings and group the segments
into homogeneous clusters. Diarization is performed both on the full length broadcast
news recordings as well as the short clips (which we are classifying as either a duplicate
or not). We then compare the similarity of models trained on the clusters to determine
whether the time allocated to the cluster from the short clip is from the original
broadcast news recording, or a duplicate. We tested our system under a variety of audio
conditions: unmodified, with reverberation, resampled, and lowpass filtered. On our
test set, the areas under the receiver operating characteristic curve for the audio
conditions were 0.91, 0.89, 0.61, and 0.64 respectively.




1. INTRODUCTION

The topic of duplicate detection is relevant to a variety of
areas, including data deduplication, copyright infringement,
and social networking. In particular, the problem of data
deduplication has been receiving increasing attention in re-
cent years due to the increase in the amount of data taken,
stored, and shared. A key aspect of data deduplication is
comparing chunks of data to previously stored data and iden-
tifying whether there is an appropriate match, or “duplicate”.
Copyright infringement is another area in which it is impor-
tant to be able to identify a duplication of copyrighted mate-
rial. From the social networking perspective there is grow-
ing awareness that finding others who have done mashups or
have performed simple multimedia modifications on the same
data could be highly useful tools for connecting individuals
together or identifying piracy.

In this paper, we investigate a novel method of determin-
ing whether a short clip is a “duplicate” from a broadcast
news recording based on acoustic diarization. In this setting
a duplicate is a recording that has the same content as an-
other recording, though the two files do not necessarily have
identical binary encodings (due to editing or filtering). We
tested our algorithm under four audio conditions: unmodi-
fied, with reverberation, resampled, and lowpass filtered. Our
algorithm performed well under both the unmodified and re-
verberation conditions achieving areas under the receiver op-
erating characteristic curve (ROC AUC) values of 0.9. Perfor-
mance degraded in the resampled and lowpass filtered condi-
tions, achieving ROC AUC values of 0.6.

This paper is outlined as follows: in Section 2 we describe
related work, in Section 3 we describe our duplicate detection
system, in Section 4 we provide and discuss the experiments
and results, and in Section 5 we give our conclusions as well
as areas of future work.

2. BACKGROUND

Searching and identifying similar content is a long standing
problem in areas of multimedia research. Similarity detec-
tion has been used for recommendation systems (e.g., suggest
songs to listen to), searching, and copyright infringement.
These tasks have different goals but all measure similarities
between items.

We briefly outline some of the previous work in these var-
ied areas with an emphasis on searching for perceptually sim-
ilar content [1, 2]. A review of audio fingerprinting is given
in [3]. There exist many techniques in the computer vision
community on video copy detection [4] and TRECVID [5]
has a copy detection evaluation track. In [6], the authors map
each test frame to the nearest query frame and achieve robust
audio copy detection using normalized detection cost rates. A
query-by-example audio retrieval framework by indexing au-
dio clips in a generic database as points in a latent perceptual

space is presented in [7].

There has also been similarity work done in the music
community. In [8], the authors describe the algorithm behind
Shazam, a popular commercial application used on many mo-
bile devices to recognize music. In [9], the authors aim to
identify remixed audio tracks using audio shingles with local-
ity sensitive hashing. Their method identifies remixes based
on whether the shingles are similar, thus the remix does not
need to have similar spectral content for the entire song. In
[10], the authors also investigate duplicate detection for the
music setting.

In this work, we investigate the use of a diarization engine
for duplicate detection. The goal of speaker diarization is to
partition an input stream into speaker homogeneous speech
regions, as shown in Figure 1, where the number of speakers
as well as the speaker identities are not known a priori. The
most common approach to speaker diarization is agglomera-
tive hierarchical clustering [11]. In this method, the system
is initialized with many clusters, much greater than the num-
ber of speakers, and iteratively merges clusters until a stop-
ping criterion is met. Though the goal of speaker diarization
differs from that of duplicate detection, we found that it is a
useful method to segment the data and cluster similar data to-
gether. We can then measure the “distance” between clusters
to determine if one of the clusters is a duplicate of the other.
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Fig. 1: Overview of speaker diarization. From an input audio
signal (with no prior knowledge of the number of speakers,
speaker identities, or speech segmentation), segment the sig-
nal into nonspeech and speech segments, the latter labeled by
speaker (e.g., A, B, C, D).

3. SYSTEM DESCRIPTION

First, diarization is performed on each of the original broad-
cast news recordings. We use the diarization engine to seg-
ment each recording and group similar segments together into
clusters, where a GMM is trained on each of the clusters. We
then run diarization of each of the short clips. The short clips
are then evaluated to determine if they are in fact a duplicate.
In order to determine if a short clip is a duplicate, we com-
pute the symmetric KL divergence between each cluster from
the short clips and all of the clusters from all of the origi-
nal broadcast news recordings. A small symmetric KL diver-
gence value means the two clusters are very similar and the
time associated with the cluster from the short clip is likely a
duplicate.



3.1. Features

We extract Mel-Frequency Cepstral Coefficients (MFCCs) to
describe the recordings. We compute the first 19 MFCCs,
which are computed over a 30 ms window with a 10 ms for-
ward shift. The MFCC features are extracted using the Hid-
den Markov Model Toolkit (HTK) [12]. MFCCs are standard
features in the speaker diarization community.

3.2. Diarization Engine

The diarization engine used in this study is based on the state-
of-the-art ICSI speaker diarization system, which is described
in more detail in [13, 14]. The system performs both segmen-
tation and clustering, which are performed iteratively using
an agglomerative clustering approach. Segmentation entails
identifying the boundaries where audio changes occur (e.g.
speaker changes). Clustering is grouping segments which
contain similar audio together. Usually, the speaker diariza-
tion engine first separates the speech and non-speech regions
and then subsequently deals only with the speech regions.
However, since the goal of the work is to detect duplication
we suspected that omitting nonspeech time (which includes
silence as well as other not speech sounds) could be detri-
mental so we use all portions of the recording.
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Fig. 2: Flowchart of the diarization engine.

An overview of the diarization engine is shown in Figure
2. Diarization is performed using a Hidden Markov Model
(HMM) where each state (or cluster) is modeled as a GMM
with a minimum duration constraint of m seconds. The mini-
mum duration m lower bounds the shortest segment duration
and prevents the system from having many “speaker” changes
within a short amount of time. We initially define K clus-
ters, where the number of clusters is equal to the number of
HMM states. K is chosen to be much greater than the num-
ber of speakers in the recording. The GMM parameters are

initialized after segmenting the data into /& uniform regions.
Re-segmentation is performed using Viterbi decoding and the
GMMs are retrained based on the new segmentation. The
clusters are merged based on the delta Bayesian Information
Criterion (ABIC), shown in Equation (1). More specifically,
the cluster pair with the greatest ABIC score greater than zero
is merged. In this system, when two clusters are merged the
number of parameters for the new cluster is equal to the sum
of the parameters in the clusters that are merged which results
in the simplified BIC equation shown below.

ABIC = log p(D1,2|01,2) — (log p(D101) + log p(D262))

ey
where Dy and D, are the data from clusters 1 and 2, Dy o
is the data from D; U D5, and 6 represents the parameters
for the respective models [15]. After two clusters are merged,
we repeat the process of retraining the GMMs, re-segmenting
the data, and determining which clusters to merge (assuming
Equation (1) is greater than zero, as shown in Figure 2. Di-
arization concludes once no cluster pair has a ABIC value
greater than zero.

3.3. Symmetric Kullback-Liebler Divergence

We use the symmetric Kullback-Liebler (KL) divergence to
quantify the difference between the probability distributions
of two clusters (one cluster from the short clip and one cluster
from the original broadcast news recording). The KL diver-
gence is defined as

Dicli@lo@) = [ sanogtDa @
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where f(z) is the probability distribution of the first cluster
and g(x) is the probability distribution of the second cluster.
Similarly, we define the symmetric KL divergence as

Dictom(J(#):9(0)) = Dice (o) +Dac o211

We use the unscented transform based approximation of
the KL divergence [16]. This approximation, used specif-
ically for the case of GMM probability distributions, was
shown to work well for speaker recognition [16] as well as
speaker diarization [17]. The unscented transform based ap-
proximation is deterministic and subsequently very efficient
to compute [16].

Let X be a D-dimensional GMM with distribution
fz) = Zi\il w; N (u;, 3;), where M is the number of mix-
ture components, w; is the mixture weights, p; is the mean
vector of the ¢th component, and 3; is the covariance matrix
of the ¢th component. Then the unscented transform can be
used to approximate the expectation of log g(x) by evaluating
Equation (4) at a number of sigma points x; j.
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and (v/X), is the kth column of the matrix square root of
3. In our work, we used a diagonal covariance matrix so
Equation 5 is further simplified to
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where 1;,4e.—k 1S @ D dimensional vector where the kth in-
dex is one and all other values are zero. We use Equations
4-6 to approximate the symmetric KL divergence between
GMMs trained on clusters from the short clips and GMMs
trained on clusters from the original broadcast news record-
ings. The symmetric KL divergence was then used to de-
termine whether the time associated with the cluster from the
short clip was from one of the original broadcast news record-
ings.

4. EXPERIMENTS AND RESULTS

In this section, we describe the dataset used to evaluate our
duplicate detection system, the method of scoring, and the
results obtained on both the development and test sets.

4.1. Dataset

We evaluated our results on approximately 6.5 hours of broad-
cast news video recordings, consisting of thirteen 30 minute
recordings (which included commercials in addition to the
news program). Though both video and audio were available,
in this work we focus only on the audio.

In order to explore how the system works for a variety of
audio clips, we evaluated the system using clips of variable
duration and under different audio conditions. More specif-
ically, we extracted 15, 30, and 60 second clips at regular
intervals. The clip midpoints were every 100 seconds with
the first midpoint at 100 seconds and the last midpoint at
1600 seconds. We also investigated performance when the
audio was unmodified, lowpass filtered with a 1750 Hz cutoff,
downsampled from 44.1 kHz to 8kHz, and included reverber-
ation. We use sox [18] to modify the audio recordings. More

specifically, for the reverberation setting we use a 75% gain
and a 75 ms delay.

We split the broadcast news recordings into a develop-
ment set and test set. The development set consists of eight
recordings and the test set consists of five records, resulting
in a total of 1536 and 960 clips respectively. In Table 1, we
show the breakdown of the development and test sets which
were randomly chosen. The names given to each recording
include the year, month, day, start time, end time, and net-
work the program aired on.

Table 1: Development and test set broadcast news recordings.

Development Test

19980513-1130-1200-CNN
19980513-1830-1900-ABC
19980518-1830-1900-ABC
19980519-1130-1200-CNN
19980520-1130-1200-CNN

19980515-1130-1200-CNN
19980518-1130-1200-CNN
19980519-1830-1900-ABC
19980520-1830-1900-ABC
19980522-1830-1900-ABC

19980523-1130-1200-CNN
19980523-1830-1900-ABC
19980524-1130-1200-CNN

4.2. Scoring

In order to evaluate our results we use the Receiver Operating
Characteristic (ROC) Area Under Curve (AUC). The ROC is
a plot of the true positive rate versus the false positive rate.
In order to compute the true positive and false positive rates,
we thresholded the symmetric KL divergence between the
GMMs trained on clusters from the clips and GMMSs trained
on clusters from the original broadcast news recordings. If
the symmetric KL divergence for a given cluster pair, where
one cluster is from the clip and the other is from the original
broadcast news recording, is less than the threshold then the
cluster from the clip is classified as a duplicate of the origi-
nal broadcast news recording. Otherwise, the cluster from the
clip is not a duplicate. Cluster pairs are labeled in the ref-
erence as a match if time annotated to the cluster from clip
overlapped with any time annotated to the cluster from the
original recording. Note that the ROC plots were computed
such that each cluster pair had equal weight.

4.3. Results
In this section we describe results on both our development

and test sets.

4.3.1. Development Set Results

We first needed to determine parameter settings for the di-
arization engine, specifically the number of initial clusters K



and minimum duration m. These were the only parameters
we tuned for the duplicate detection system.

We first focused on the number of initial clusters K used
to run the diarization engine on the original broadcast news
recordings. We ran experiments using 16, 32, 64, 128, and
256 initial clusters for the original 30-minute broadcast news
recordings. Empirically, we found that 128 clusters per-
formed best since it resulted in a number of clusters most
similar to the number of speakers in the recording.

Next, we investigated performance for a number of min-
imum duration values. We also varied the number of initial
clusters for the short clips. We ran the diarization engine with
128 initial clusters and a number of minimum duration values
(1, 1.5, 2, and 2.5 seconds) on the original broadcast news
recordings. For each of the clips we used K = 1,2,...,8
initial clusters and m = 1, 1.5, 2, 2.5 seconds minimum du-
rations. We only computed the symmetric KL divergence be-
tween the GMMs from the clips and original broadcast news
recordings that had the same minimum duration. We evalu-
ated the results on the four audio settings (unmodified, low-
pass filtered with a 1750Hz cutoff, downsampled from 44.1
kHz to 8kHz, and reverberation) and for the various duration
clips (15, 30, and 60 seconds).

We found that a minimum duration m = 2.5 sec-
onds worked best for the unmodified and reverberation set-
ting while m = 1.5 seconds worked best for the resam-
pled and lowpass filtered settings. Though the variances
of the ROC AUC values were small for all of the settings,
the results for the resampled and lowpass filtered settings
had less variance so we set the minimum duration to 2.5
seconds. Based upon the development set results for the
short clips as well as the previous conclusion to use 128
initial clusters for the original 30-minute broadcast news
recordings, we set the number of initial clusters to K =
round(clip duration in seconds/14.0625 + 1), where 14.0625
was chosen since it is equal to 128/(30-60). Thus, for the 15,
30, and 60 second clips we started with 2, 3, and 5 clusters
respectively. Though again, we found that the variance of the
ROC AUC values was very small when varying the number
of initial clusters. Having small variance in the ROC AUC
values when using a number of initial clusters and minimum
durations is promising since the results are not too different
based on the parameter selection. Figure 3 shows the results
on the development set for all of the audio conditions using
the diarization parameters settled upon in this section. The
numbers included in the legend are the ROC AUC values for
the respective settings.

4.3.2. Test Set Results

Using the parameters determined from the development set
results, namely a 2.5 second minimum duration and 2,3,and 5
initial clusters for the 15, 30, and 60 second clips respectively,
we evaluated the test set clips. We compared the GMMs

[N

ROC for All Conditions

o o
o ©

i)

T 0.7

o

[}

2°°

=

% 05

o

Q 04

[}

E 03 e unmod --0.93 ||
0.2 ——reverb ——0.91 ||

resample —— 0.62
lowpass —- 0.63 H
—— ALL —- 0.69

0.8 1

o
[

o

0 012 014 0.6
False Positive Rate
Fig. 3: ROC plot for all audio conditions on the development
set.

trained on each cluster from the short test set clips to the
GMMs trained on all of the clusters from the five original 30-
minute broadcast news recordings which make up the test set.
The ROC plots for the unmodified, lowpass filtered, down-
sampled, and reverberation settings are shown in Figure 4.
Each plot shows the results for the 15, 30, and 60 second clips
as well as the result when the all of the clips are included. We
also included all of the audio conditions into a single ROC
plot shown in Figure 5.
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Fig. 5: ROC plot for all audio conditions on the test set.

5. CONCLUSIONS AND FUTURE WORK

We introduced a novel method utilizing diarization for iden-
tifying duplicate clips. The diarization engine was used to
split both the original broadcast news recordings as well as
the short clips into homogeneous clusters. Then the symmet-
ric KL divergence was used to determine whether the the time
annotated to the cluster from the short clip was a duplicate of
the original broadcast news recording.

There were two tunable parameters in the diarization sys-
tem, the number of initial guassians K and the minimum
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Fig. 4: ROC plots when the test set clip audio is unmodified, contains reverberation, resampled, and lowpass filtered.

duration m. The results obtained on the development set
were not very sensitive to the parameter settings. However,
we settled on using a minimum duration of 2.5 seconds and
K = round(clip duration in seconds/14.0625 + 1).

We tested our method on a variety of clips. Our test set
included 15, 30, and 60 second clips. We also evaluated our
results on four audio conditions: unmodified, with reverber-
ation, resampled, and lowpass filtered. We found that per-
formance was best under the unmodified and reverberation
conditions, achieving ROC AUC values of 0.9. Performance
degraded under the resampled and lowpass filtered condition,
however, we were still able to achieve ROC AUC values of
0.6. For all of the clips, we achieved an ROC AUC value of
0.7.

In the future, we plan to investigate our method on other
datasets, particularly those used in the TRECVID evaluations
[5]. We also plan to incorporate video features into our sys-
tem.
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