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Abstract

In this article we present a method to speed up agglomerative clustering used in speaker diarization by using long-term prosodic features. A set of these features is used to decide which clusters should be merged. This strategy reduces the number of decisions that have to be performed using the more calculation-intensive method based on the Bayesian Information Criterion (BIC). We show a speedup of 30% to a state-of-the-art diarization system.
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1. Introduction

The goal of speaker diarization is to segment audio into speaker-homogeneous regions with the ultimate goal of answering the question “who spoke when?” [1]. State-of-the-art systems use a combination of agglomerative clustering with Bayesian Information Criterion (BIC) [2] and Gaussian Mixture Models (GMMs) of frame-based cepstrum features (MFCCs) [1][3]. While these systems obtain a satisfactory accuracy in terms of the speaker diarization error, this approach exhibits inherent complexity due to the sophisticated online modeling of spectral features leading to very slow processing. However, for most of the applications of speaker diarization, either as a preprocessing step to filter out many highly unlikely merge hypotheses. This strategy is also known as fast match [6].

The rest of this article is organized as following: Section 2 introduces the initial set of candidate long-term prosodic features we explored; Section 3 analyses the runtime bottleneck of most state-of-the-art speaker diarization systems; Section 4 explains the experimental setup; Section 5 presents the results; Section 6 finally summarizes this article and points out future work.

2. Initial Set of Prosodic Features

Our initial set of candidate long-term prosodic features consists of a total of 39 measures that are expected to be speaker discriminative. Each of the variables detailed below is calculated on the basis of the entire speech segment and can therefore be considered a long-term feature. All of them are extracted using the system Praat [7] and rendered by simple statistics derivation. Further research in exploring the parameters of extraction and representing the features to better capture the complex patterns is certainly warranted.

Pitch. The speaking fundamental frequency (pitch) is obtained by performing an acoustic periodicity detection using the accurate autocorrelation method as described in [8]. On the basis of the resulting pitch track, the following statistical derivatives are calculated: the mean, the median (or 50% quantile), the 5% quantile, the 90% quantile, the difference between the latter two, as well as the standard deviation. The 5% and 90% quantiles are used rather than the minimum and the maximum values, respectively, to eliminate the effect of outliers caused by artifacts. The difference value is intended to capture the pitch range of the speaker. However, we are aware that speakers are unlikely to use the entire range of their voices within a single utterance. The standard deviation is used as a simplified measure of the variance of the speaking fundamental frequency.

Formants. The formants F1 to F5 are approximated performing a short-term spectral analysis. Thereby, the waveform is resampled to 11 kHz which corresponds to twice the value of maximum formant. Subsequently, a pre-emphasis of +6 dB per octave for frequencies above 50 Hz is performed to flatten the spectrum. The LPC coefficients are finally computed based on a Gaussian-like window applied to each frame using Burg’s algorithm[9]. Similar to pitch, a set of statistics is calculated for each formant: the mean, the 5%, 50%, and 90% quantiles, the standard deviation, and the formant dispersion which is defined as the sum of the differences of subsequent formants. One dispersion value is obtained for each of the respective quantiles, leading to a total of 28 formant features.
Long-term Average Spectrum. The long-term average spectrum (Ltas), representing the power spectral density as a function of frequency, is calculated using a bin-bandwidth of 100 Hz. This measure is intended to represent the individual articulatory behavior of the speaker. The resulting vector of db-values for each frequency bin is analyzed according to the following statistics: frequency of the minimum value, frequency of the maximum value, the slope, the local peak height, and the standard deviation.

3. Runtime Analysis of the ICSI Speaker Diarization System

The ICSI speaker diarization system [4][3], similar to other state-of-the-art systems, uses the agglomerative clustering approach followed by Viterbi re-alignment of speaker segments based on frame-based MFCCs. At each iteration, a merge score based on Bayesian Information Criterion (BIC) is calculated between each merge candidate. The score is then used to determine which clusters should be merged at this stage and whether the merge should continue or terminate. Subsequently, a new GMM is trained for the merged cluster and the Viterbi alignment is repeated to re-align the data. The computational load can be decomposed into three components: 1) finding the best merge pair and merge, 2) re-training and re-alignment and 3) everything else. The time break-up for the whole system depicted in Table 1 shows that the BIC score calculation takes 62% of the total running time.

Table 1: Runtime distribution of the ICSI Speaker Diarization System.

<table>
<thead>
<tr>
<th>Component</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finding Best Merge Pair and Merge</td>
<td>62 %</td>
</tr>
<tr>
<td>Re-training/Re-alignment</td>
<td>28 %</td>
</tr>
<tr>
<td>Everything else</td>
<td>10 %</td>
</tr>
<tr>
<td>Total</td>
<td>100 %</td>
</tr>
</tbody>
</table>

Analyzing how the best merge hypothesis is found, the reason for the high cost of the score calculation can be identified. Let $D_a$ and $D_b$ represent the data belonging to cluster $a$ and cluster $b$, which are modeled by $\theta_a$ and $\theta_b$, respectively. $D$ represents the data after merge $a$ and $b$, i.e. $D = D_a \cup D_b$, which is parameterized by $\theta$. Thus, in the case of GMM, $\theta$ can be written as $\{\{w_i, \mu_i, \Sigma_i\}\}$ and for single Gaussian modeling, $\theta$ is $(\mu, \Sigma)$. The merge score (MS) is calculated as:

$$MS(\theta_a, \theta_b) = \log p(D|\theta) - (\log p(D_a|\theta_a) + \log p(D_b|\theta_b))$$

(1)

For each merge hypothesis $a$ and $b$, a new GMM $\theta$ needs to be trained and this needs to be performed for all merge hypotheses. When the system is configured to use more initial clusters, which is preferable for better initial cluster purity, the computation load becomes prohibitive.

4. Experimental Setup

As shown in Figure 1, we propose a new merge scoring based on long-term prosodic features (described in Section 2) together with an inexpensive distance measure. These are used as a preprocessing step to filter out many highly unlikely merge hypotheses. Only the promising merge pairs are kept and passed to the BIC merge score calculation. This way, the overall system speed can be substantially increased. This section describes the experimental setup. A Universal Background Model (UBM) is trained in order to obtain a more robust statistical base. We then introduce our basic distance measure, KL-divergence, along with our feature selection process.

4.1. Universal Background Model training

To obtain more reliable variances for feature combination and normalization we use a Universal Background Model (UBM) that is trained as a single Gaussian Model to correspond to our online distance measure. Since Meeting Databases typically contain a small number of different speakers, we use TIMIT [10] as our training database. It comprises a total number of 630 speakers from 8 major dialect regions of the United States, each contributing ten sentences. We use the TIMIT training set of 462 speakers, including 136 female speakers and 326 male speakers. For each sentence (treated as a natural speech segment), prosodic features are extracted and used as a training sample for a single Gaussian UBM. One of our objectives of future work is to train the UBM based on a larger dataset of conversational speech. However, the results obtained here indicate that using the TIMIT database for background modeling can be an admissible simplification.

4.2. Feature selection

Another advantage of using a UBM is that it facilitates feature selection. We performed a speaker discriminability study using TIMIT data by measuring the ratio of inter-speaker variance and intra-speaker variance:

$$\text{rank} = \frac{\sum_{i=1}^{n} \sum_{j=i+1}^{n} (\mu_i - \mu_j)(\mu_i - \mu_j)^T}{\sum_i \sum_{j \neq i} y_{ij}(x_j - \mu_i)^2}$$

(2)

where $y_{ij}$ is the speaker index for $i$th sample.

We assume that features perform better when the ranking of the ratio between inter- and intra-speaker variance is higher. Table 2 shows the results of that ranking. Alternatively, we also use the RankSearch attribute subset selection technique as described in [11]. Interestingly, the RankSearch algorithm, which is based on correlation, comes out with exactly the same subset.
Finally, we take a closer look at the selected feature set, we simply remove the pitch mean because it is highly correlated with the pitch median.

Table 2: Ranking of the different Prosodic Features according to the ranking discussed in Section 4.2

| Prosodic Feature | Intra-Spk Var | Inter-Spk Var | Inter/Intra
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch Median</td>
<td>17.0</td>
<td>971.2</td>
<td>57.0</td>
</tr>
<tr>
<td>Pitch Mean</td>
<td>89.6</td>
<td>1721.9</td>
<td>19.2</td>
</tr>
<tr>
<td>F4 Stdev</td>
<td>7.9</td>
<td>56.8</td>
<td>7.2</td>
</tr>
<tr>
<td>F4 Min</td>
<td>12.8</td>
<td>80.4</td>
<td>6.2</td>
</tr>
<tr>
<td>Pitch Min</td>
<td>28.3</td>
<td>164.6</td>
<td>5.8</td>
</tr>
<tr>
<td>LTAS Stdev</td>
<td>90.6</td>
<td>516.4</td>
<td>5.7</td>
</tr>
<tr>
<td>F4 Mean</td>
<td>114.9</td>
<td>649.2</td>
<td>5.6</td>
</tr>
<tr>
<td>F5 Mean</td>
<td>180.7</td>
<td>929.0</td>
<td>5.1</td>
</tr>
<tr>
<td>F5 Stdev</td>
<td>66.7</td>
<td>327.4</td>
<td>4.9</td>
</tr>
<tr>
<td>F5 Min</td>
<td>218.3</td>
<td>1032.5</td>
<td>4.7</td>
</tr>
</tbody>
</table>

This analysis shows that the average pitch is a measure that exhibits a very small intra-speaker variance together with a high inter-speaker variance which is desirable for the task at hand. This finding corresponds to the results of related studies which found pitch to be the single best long-term feature for speaker recognition (see, [12]). The superiority of the median to the mean can be explained by the fact that the median is less sensitive to outliers: artifacts in pitch tracking can lead to a significantly different mean value, but leave the median unaffected. However, the mean and the median pitch are obviously highly correlated, which has to be taken into account when combining the measures. The priority given to F4 and F5 is explained to the lower formants is presumably due to the fact that higher formants capture more speaker-discriminative information whereas lower formants discriminate mainly between different voiced phonemes. The results indicate furthermore that, given the relatively short extraction segments, the minimum pitch (here calculated more reliably by using the 5% quantile) is a more meaningful measure than the actual difference between the maximum and the minimum.

4.3. Calculating merge score based on KL-divergence

Each cluster is represented as an adapted single Gaussian of long-term prosodic features. KL-divergence is a natural distance measurement for two distributions and in case of single Gaussian it has close-form solution as:

\[ KL(\theta_a, \theta_b) = tr(\Sigma_a \Sigma_b^{-1}) - d + tr((\Sigma_a^{-1} - \mu_a - \mu_b)(\mu_a - \mu_b)^T) \]

The symmetric version of KL-divergence is,

\[ KL(\theta_a, \theta_b) = KL(\theta_b, \theta_a) = tr(\Sigma_a \Sigma_b^{-1}) + tr((\Sigma_a^{-1} - \mu_a - \mu_b)(\mu_a - \mu_b)^T) \]

Since we are using adapted single Gaussian modeling, all Gaussians share the same covariance trained from the UBM described before, i.e. \( \Sigma_a = \Sigma_b = \Sigma \) Eq. 4 can be simplified to:

\[ KL(\theta_a, \theta_b) = 2tr(\Sigma^{-1}(\mu_a - \mu_b)(\mu_a - \mu_b)^T) \]

Since \( \Sigma \) is trained offline, \( \Sigma^{-1} \) can be calculated offline as well. The new merge score calculation is a simple matrix multiplication.

5. Experiments and Results

Our experiments are performed on the RT06 Meeting Evaluation speaker diarization development set that contains 12 meetings and a total of 4 hours of audio data. Our experiments aimed to answer two questions:

- How much speed up are we able to gain without making the speaker diarization error rate (DER) worse?
- How well do prosodic features discriminate speakers compared to BIC measurements in this particular setup?

5.1. Speedup gained without influencing DER

In order to guarantee that the Prosodic Features Filter will not affect the end-result, we have to make sure that the pair that will be merged according to BIC measurement is not filtered-out. In order to test this we compared the merge decisions of the actual ICSI speaker diarization engine (as described in Section 3) to our filtering decisions for each meeting and each iteration. We found that we can safely filter out 50% of the comparisons without affecting the system. We rank the possible merge pairs by discarding all the pairs that rank poorly according the KL-divergence merge score. As shown in Table 3, we can expect a speedup of the entire system of about 33%.

5.2. BIC vs prosodic features

Finally, we compared the rankings of the prosodic filter with the ranking of the BIC measurement. Again, we ranked the possible merge pairs and discarded all those pairs that rank poorly according the KL-divergence merge score. The amount of eliminated possible pairs defines the speed-up. This time, however, we compared against the optimal merge decision according to the ground truth. Additionally, we also ranked the scores generated by the BIC scoring. Accuracy is defined as the average number of iterations (over all meetings) where the ground truth merge pair is not filtered out. This benchmark enables us to get an idea of the quality of the ranking observed by different features and BIC. The results are illustrated in Figure 2. The combination of the top nine features gives better results than BIC ranking. We interpret this as an encouraging sign that in the future we will be able to dispense with the BIC measurement entirely.

Table 3: Example speed up result for a meeting with 4 speakers. The Section 4.1 for details on the experiment.

<table>
<thead>
<tr>
<th>No of Comparisons</th>
<th>Engine Runtime</th>
<th>( x \times \text{Real time} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 %</td>
<td>100 %</td>
<td>4.2</td>
</tr>
<tr>
<td>75 %</td>
<td>83 %</td>
<td>3.4</td>
</tr>
<tr>
<td>66 %</td>
<td>78 %</td>
<td>3.2</td>
</tr>
<tr>
<td>50 %</td>
<td>67 %</td>
<td>2.8</td>
</tr>
</tbody>
</table>

6. Summary and Future Work

We present a new cluster merge score evaluation using KL-divergence measurement and a set of long-term prosodic features. These include derivatives of \( f_0 \), formants and long-term average spectrum (\( \text{ltas} \)), and apply it to the ICSI speaker diarization system as a pre-processing step to filter out unlikely merge hypotheses. This application largely reduces the amount of heavy-weight BIC merge score calculation and speeds up the system without changing the BIC merge decision.
This work points into a new direction of combining short-term spectral features and long-term prosodic features for speaker diarization. Short-term frame-based cepstrum features with GMMs modeling are good for speaker change detection (segment re-alignment), where accurate modeling and high time resolution features are needed; long-term prosodic features, which carry rich speaker discriminant information, however, are suitable for cluster modeling and cluster merge decisions. The new merge score approach is very fast compared to the BIC merge score approach based on short-term spectral features. We believe short-term spectral features are still very important in accurately locating speaker change points, but long-term prosodic features can be combined with short-term features for faster speaker clustering.

We are planning on a further exploration of other long-term prosodic features and parameterization. Instead of using our new scoring approach as a pre-processing step of BIC scoring, we would like to try to combine, or ideally replace the BIC decisions.
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