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Abstract

We are attempting to incorporate connectionist models into speech recognition algo-
rithms. Since these models require a large amount of training data, it was necessary to build
an automated speech labeling/segmentation application. There were two significant system
requirements for this program:

e Digital-to-analog capabilities.
e Support for speedy development of applications requiring a user-interface.

The NeXT machine fulfills both of these requirements. It has built in AD/DA
capabilities. Its object-oriented programming environment and application-building modules
permit quick program development.

We report here on a program we have developed to integrate automatic labeling and
segmentation of continuous speech with a manual system for observing and correcting these
signal annotations. The overall system has functioned well enough to permit easy user marking
of 600 sentences in a reasonable amount of time.
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1. Background

Our current research direction combines Multilayer Perceptrons (MLP) with traditional
Hidden Markov Models (HMM) in order to recognize continuous speech [Bourlard et al, 1989;
Bourlard & Morgan, 1989, 1990]. We are using a large standard database of speech. The speaker
dependent portion of the Resource Management database [Price et al, 1988] consists of twelve
different speakers each producing 600 sentences. The acoustic waveform for each sentence has
been processed by our collaborators at SRI [Murveit et al, 1988] to extract features for each con-
secutive 10 millisecond frame of speech. In this case, the features are discrete indices into tables
(codebooks) of mel-cepstrum, differential mel-cepstrum, power, and differential power (see the
Murveit reference for a detailed description).

The MLP is trained with a simple variant of the back propagation leaming algorithm
[Rumelhart et al, 1986; Morgan&Bourlard 1989]. Since this is a supervised leaming algorithm,
training requires knowledge of the desired output for every input. Each input to the MLP is a
sequence of features from each 10 millisecond frame in a sentence. The desired output is the
phoneme (i.e. [a) or [t], etc.) which corresponds to the input frames. In general, this information
is not provided with a speech database, since the dominant techniques for speech recognition
(e.g., HMM:s) only require a phonetic transcription (i.e., an ordered list of phonemes) for the sen-
tence rather than phonetic labels for each individual frame. This was the motivation behind the
construction of a speech segmentation and labeling system. In particular, we needed a program
to permit the convenient hand-marking of the phonetic labels and segment boundarics for con-
tinuous speech waveforms. However, it has recently become clear that the MLP may be trained
starting with only a phonetic transcription for each sentence [Morgan and Bourlard, 1990]. In
this approach, frame labels are generated by an automatic procedure, and hand-marking is not
needed. However, phonetically accurate frame labels are still required to test the fidelity of
automatic frame labeling methods. Furthermore, convenient display and playback facilities arc
required to examine the markings chosen by the automatic segmenter.

To obtain the desired training information (the phonetic label) for each frame of input
speech, we need to know two things about a sentence:

(1) Segmentation: where each phoneme in the sentence starts and stops.

(2) Labeling: what phoneme label corresponds to each segment in the sentence (i.e., the
phonetic transcription).

The only available information was the digitized data for each sentence, the set of four
features for each frame in the sentence, and the English text for each sentence. This report
describes the software system we have designed and implemented on the NeXT machine to gen-
erate the necessary phonetic information given this limited information.



2. Why the NeXT machine?

In order to accurately label a speech waveform, one must be able to hear it as well as sce it.
The NeXT machine has built in digital-to-analog capabilities. It also has an object-oriented
approach to programming and a simple way of creating a user interface. The object libraries that
come with the next machine include an object called a ‘*soundview’’. A soundview object lets
you display a waveform in a scrollable window on the NeXT screen; it also includes many
methods for manipulating waveforms. One of the most useful of these methods allows you to
listen to the waveform through the digital-to-analog converter. Other methods allow for scrolling
the waveform in a window and scaling (zooming in or out.)

3. Development

To construct the speech labeling system, we began with a sample program that was pro-
vided with the NeXT machine. This program, called ‘‘SoundEditor’’, allows for the recording,
displaying, editing and playback of sounds from the microphone. It also contained examples
showing how to use the digital-to-analog converter and various other input/output operations.

3.1. Goals

For accurate segmentation, we required a system in which the labels could be graphically
aligned to the waveform. This was important so that during scrolling the labels and waveform
would move together. It was also important for saving and reading previously saved label files.
We also needed the ability to

change the size of labels
change the name of labels
add and delete labels

read labels from a file
save labels to a file

listen to a single label

Additionally, we needed to provide automatic procedures to generate phonetic transcriptions from
text, and to iteratively converge on a waveform segmentation given the transcriptions and a set of
discrete input features. These programs were written in C, and were run separately from the
NeXT code described here. They are briefly described in section 4.

3.2. Programming on the NeXT Machine

3.2.1. Objective C

Objective C was used to program the LabelEditor, It is an object-oriented language which
is supplied by NeXT. The use of an object-oriented design enabled us to work more quickly.
Most of the objects we needed were supplied as part of a NeXT library. Additionally, Objective
C supports standard C, so little time was spent learning new syntax.

The main object in the LabelEditor system is called a “*ScrollingSound’” object. This
object contains information about the name of the file which contains the waveform as well as
methods for displaying a waveform in a scrollable window, zooming in and out on the waveform,
playing all or just part of the waveform etc. Each waveform which is to be labeled is represented
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by a single ScrollingSound object.

The other main object is called a ‘‘Label’” object. This object contains the information
about its starting and ending location in the waveform, its name, and pointers to the previous and
the next label in the waveform. Additionally, it has methods for querying and setting all of these
variables.

Each ScrollingSound object will contain a pointer to a *‘RootLabel”’ object (which is a sub-
class of the Label object.) The RootLabel contains information about the name of the file which is
to be used for saving the label information. It also contains routines for drawing itself. The
RootLabel and Label objects together form a doubly linked list which is used to hold the label
information for the whole waveform. So, each waveform contains one RootLabel and many
Labels.

3.2.2. Interface Builder

NeXT provides a utility called *‘Interface Builder’’ which allows the separation of the
design of the user interface from the design of the intemmal workings of a program. Using the
mouse, buttons and sliders can be dragged into windows to create a graphical user interface. The
operation is very similar to using a paint program to create drawings. Once the user interface has
been created, the buttons and sliders can be linked to the created objects. Once they are linked, a
push of the button will send a message to the designated object.

The Interface Builder permits a nice design style in which the user interface is decoupled
from the intemal functions of the code. The interface may be designed first, providing a top-
down modularity that can be an extremely natural way of representing a task. Furthermore, the
details of the interface are hidden from the programmer. This permits robust and versatile code
to be written quickly.

3.3. NeXT Machine limitations
There were several problems with using the NeXT machine that we had to overcome.

3.3.1. Digital-to-analog converter

Three sampling frequencies are supported on the NeXT machine: 8 kHz, 22 kHz, and 44
kHz. The Resource Management database was sampled at 16 kHz. The play method had to be
modified to include interpolation, filtering, and decimation routines so that the signal was upsam-
pled to 22 kHz (actually 21.3 kHz, using a 4/3 rate change) before being sent to the digital-to-
analog converter. It would have been preferable for NeXT to have provided more granularity in
the usable sampling frequencies, although the sampling rate conversion is not extremely time-
consuming. For applications in which more accurate approximation was required, or for which
the time delay was an issue, this might be a more significant limitation.

3.3.2. Poor early documentation

At the time when we began development, we were using version 0.9 of the NeXT operating
system. Much of the documentation for version 0.9 was not available. This was quite frustrating.
Hopefully this has been corrected in version 1.0.

3.3.3. System speed

System interaction (opening new windows, etc.) appears to be maddeningly slow on the
NeXT. Again, there is hope that this may be due to infant problems in the system software.



4. Using the Labeling System

The segmentation program is called ‘‘LabelEditor’’. It must be st ied from a terminal win-
dow. When the program starts up, the user is presented with a main menu and a control panel.
The control panel (Fig. 1) contains two parts. The upper part contains buttons which affect the
whole waveform. The lower part contains buttons which pertain only to labels. The buttons on
the control panel control features such as listening to all or part of the waveform, labeling a sec-
tion of the waveform, changing the name of a label, changing the size of a label, etc.

Fig. 1

From the main menu the user can open a waveform window (Fig. 2). Multiple waveforms
can be displayed at the same time. Once the waveform is on the screen, the user may begin to
attach labels. The labeling may be done completely from scratch or by opening a previously
created label file. The labels are overlayed on the waveform display and may be edited using the
mouse and keyboard.

Fig. 2

As a practical matter, it is much faster to correct a moderately faulty segmentation than to
mark one from scratch. What we now do is generate a transcription from a simple set of text-to-
phoneme rules!, and use this transcription and an original assumption about average phoneme
durations to initialize an iterative automatic segmentation using the Viterbi algorithm, which is
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guaranteed to converge [Brown et al, 1983]. In the automatic segmentation, some original seg-
mentation (e.g., one based on default lengths for each phoneme) is used to estimate conditional
densities for the discrete features (given each state of a 3-state Hidden Markov Model for each
phoneme). The negative logs of these estimates are used as costs for a dynamic programming

solution which determines the best segmentation of the data [Ney, 1984].2 This segmentation is
then used to estimate probabilities, and so on. In practice, the process generally converges in ten
or less iterations. The resulting automatic segmentation can be generated in only a few minutes
on a SparcStation, and is sufficiently close to expert hand-marked segmentation to either be used
with no further change, or to be refined in a relatively fast interactive step.

The last major window the user sees is a phone reference chart. (Fig. 3) This is a large win-
dow containing one button for each of the 61 possible labels. Along with the phone label is an
example word containing that sound. The new user who is unfamiliar with the alphabet may
click on any of the labels and hear (through the digital-to-analog converter) an example of that
phone. For the more experienced user, the chart serves as an online reminder of the set of phones.

Fig. 3

"The program used for this conversion was a public domain program which we modified to work with our set of phonemes.
Due 1o the simplicity of the program, many of the words had to be hand transcribed. Additionally, the program was net sophisticated
enough 1o deal with between-word co-articulation effects. With a better text-to-phoneme program, the number of errors produced by
the automatic segmentation should be reduced significantly.

*The fundamental step in this algorithm, as in all dynamic programming schemes, is to compute a global cost as the lowest sum
of a local cost (e.g, negative likelihood that observed features came from a given phonemic model) plus the global cost of a previous
state, plus any associated transition costs, over all legal antecendent states. At cach stage in the algorithm, including the last, one
knows the best current total cost and can easily backirack to find the state transition path which led to that score.
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For some of our experiments, we required frame labelings which were as accurate as was
practically possible. Therefore, we used a combination of automatic and manual marking pro-
cedures to generate phonetic segmentations. We have now marked 600 sentences (roughly
20,000 labels over 300,000 frames) using this system. Though still boring, it is a practical work-
ing procedure.

5. Conclusion

While there were some initial problems which had to be solved in order to use the NeXT
machine, it proved to be very useful for this task. We were able to build a complete robust work-
ing system in a few weeks. The built-in digital-to-analog converter saved the cost of purchasing
extra hardware (and integrating it into our system). The object-oriented programming environ-
ment, including the interface builder, made development efficient and allowed for easy

modification o code. The resulting system functioned well enough to permit easy user mark-
ing of 600 test nces in a reasonable amount of time. However, most other speech program-
ming efforts ar ng continued on another workstation (the Sun SparcStation) because of the
current speed ¢ alties with the NeXT, and also because sophisticated analysis and display
software are ct y more available for the Sun than for the NeXT.
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