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Problem 
  Proper audio segmentation in consumer-      
produced aka “wild” videos.  
 
 
 
 
Challenge 
  Cannot assume any characteristics in order to 
draw segment boundaries. 
  Difficult to pre-train models because of the high 
variance in the data.  
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•  Thresholds on energy  
•  Energy based models  
•  (speech, silence) [1] 

•  Hidden Markov 
Models  

•  Gaussian Mixture 
Models 

•  (sounds, speakers)[2] 

•  Entropy, dynamism  
•  (music)[3] 

•  Support Vector 
Machines[4]  

•  Bayesian Information 
Criterion [5] 

•  (drawing boundaries) 
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TRECVID MED 2011. Codebook:  3 hrs. 
Segments: Train12 hrs., Test 5 hrs.  
ICSI Meetings Corpus. Train 35 hrs. 
1 sec length labeled segments 

ICSI Meetings Corpus. Test 15 hrs. 
1 sec length unlabeled consecutive seg. 
 MFCC Mel Frequency Cepstral Coefficients 
30ms frame, 10ms frame rate, 
58 dimensions: 19+D+DD   

K-means output, Dimension:K by 58, 
10 iterations 
2 sets of 1 sec length labeled segments, 
Meetings: 103k ->Speech, 14k -> N-Speech 
MED11: 30k->Speech, 30k->N-Speech 

RBF Radial Basis Function kernel 

1 set per test audio file of 1 sec  length 
unlabeled consecutive segments  

Set of histograms. Result of  relating each 
segment’s MFCC frame to  its closest 
codebook K-value,  
Dimension: K by 1 (Occurrences) 
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•  The codebook approach is promising for 
segmentation but it needs improvement for 
wild videos. 

•  The technique is improving the error rate in 
comparison to the state of the art and is 5x 
faster. 

 

Future Work 
 
•  Use GMM models instead of histograms. 
 
•  Extend algorithm to a multiclass music/speech/

non-speech segmentation system. 

•  Smaller size and sliding segments for test. 

•  Try a bigger size codebook. 
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SHOUT  15.2% 24.1% 21.6% 28.3% 

Our 
approach 

10.3% 36.2% 10.8% 34.6% 
Processing the histograms is  
5x faster  
than Multidimensional MFCC’s 

Non-
Speech 

SHOUT is a “State of the art” speech activity 
detection system. [6] 

Speech Activity Detection Error 
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